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Abstract. Given a cyclic group $G$ and a generator $g$, the Diffie-Hellman function (DH) maps two group elements $(g^{a}, g^{b})$ to $g^{ab}$. For many groups $G$ this function is assumed to be hard to compute. We generalize this function to the $P$-Diffie-Hellman function ($P$-DH) that maps two group elements $(g^{a}, g^{b})$ to $g^{P(a,b)}$ for a (non-linear) polynomial $P$ in $a$ and $b$. In this paper we show that computing DH is computational equivalent to computing $P$-DH. In addition we study the corresponding decision problem for the function $P$-DH. In sharp contrast to the computational case the decision problems for DH and $P$-DH can be shown to be not generically equivalent for most polynomials $P$. Furthermore we show that there is no generic algorithm that computes or decides the $P$-DH function in polynomial time.
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1 Introduction

Let $G$ be a cyclic finite group and let $g$ be a generator of $G$. The Diffie-Hellman function, $DH: G \times G \rightarrow G$ is given by $DH(g^{a}, g^{b}) = g^{ab}$. This function is used, for instance, in the Diffie-Hellman cryptosystem [3]. Here two parties, say Alice and Bob, agree on a common pair $(G, g)$, $a$ is the private key of Alice, $b$ is the private key of Bob, $g^{a}$ is sent from Alice to Bob, $g^{b}$ is sent vice-versa, and finally both of them are able to compute $g^{ab}$. The Computational Diffie-Hellman assumption claims that the function DH is hard to evaluate.

In this work we are generalizing the Diffie-Hellman function in the following way. Let $P(a,b)$ be a function in $a$ and $b$. We define the $P$-Diffie-Hellman function, $P$-DH: $G \times G \rightarrow G$ as

$$P$-DH(g^{a}, g^{b}) := g^{P(a,b)}.$$

Clearly, the Diffie-Hellman function is achieved by setting $P(a,b) = ab$. We will restrict our studies to the case where $P$ is a non-linear polynomial in $a$ and $b$.

* A short version of this paper appeared in the proceedings of INDOCRYPT’01 [4].
For example if \( P(a, b) = a^3b + 2ab^4 \) then the \( P \)-Diffie-Hellman function is defined as \( P\text{-DH}(g^a, g^b) = g^{a^3b + 2ab^4} \).

The function that computes \( g^{a^3} \) from \( g^a \) is called the \emph{Square Exponent} function. A motivation for the analysis of this variant of the Diffie-Hellman function is that certain cryptographic systems exist whose security relies on the hardness of this function. An example is a scheme for key escrow with limited time span [1]. Maurer and Wolf [5] prove the equivalence of computing the Diffie-Hellman function and computing the Square Exponent function. Further theoretical research about the Square Exponent function was done [2, 9].

Clearly computing the DH function cannot be harder than computing the \( P \)-DH function for a polynomial \( P(a, b) \). In Section 3 we also show the converse direction, i.e. that computing the Diffie-Hellman function is \emph{computationally equivalent} to computing the \( P \)-DH function for non-linear polynomials \( P(a, b) \). As we will see, the strength of our result will depend on the smallest prime factor of the group order. In Section 4 we study the corresponding decision problem: For random group elements \( g^a, g^b \) and (in random order) \( g^c \) and \( g^{P(a, b)} \) decide between \( g^c \) and \( g^{P(a, b)} \). In sharp contrast to the results in Section 3 we show that the decision problem for the Diffie-Hellman function and the \( P \)-Diffie-Hellman function are provable \emph{not generically equivalent} for most polynomials \( P(a, b) \). On the other hand we show that no efficient generic algorithm can decide the \( P \)-Diffie-Hellman function for any non-linear polynomial \( P \). Finally, in Section 5 we give a summary of our results and mention some open problems.

2 Definitions

We say that an algorithm is \emph{efficient} if it runs in probabilistic polynomial time. We call a function \( \alpha \) \emph{negligible} in \( n \) if \( \alpha(n) < 1/P(n) \) holds for every polynomial \( P \) and for sufficiently large \( n \).

\textbf{\( P \)-DIFFIE-HELLMAN FUNCTION.} Let \( G \) be a finite cyclic group whose order \(|G|\) is an \( n \)-bit integer. Let \( \mathbb{Z}_{|G|} \) denote the ring of integer residue classes modulo \(|G|\). Let \( k = k(n) \) and \( l = l(n) \) be two functions in \( n \) mapping integers to integers. Let \( \mathbb{P} = \mathbb{P}^k(n) \) be the family of sets of all non-linear polynomials \( P(a, b) \) over \( \mathbb{Z}_{|G|} \) of the form

\[
P(a, b) = \sum_{i,j \in \{0..l\}} c_{ij} a^i b^j
\]

with coefficients \( c_{ij} \in \mathbb{Z}_{|G|} \) and absolute values\(^1 \) \(|c_{ij}| \) bounded by \( k \). We restrict the polynomials \( P(a, b) \) to non-linear polynomials, i.e. at least for one \((i, j)\) with \( i + j \geq 2 \), \( c_{ij} \neq 0 \) must hold. To simplify our notation we introduce \( \mathbb{P}^i := \mathbb{P}^i_{|G|/2} \) (no restrictions to coefficients) and \( \mathbb{P} := \mathbb{P}_{|G|-1} \).

\(^1\) The absolute value of an element \( x \in \mathbb{Z}_{|G|} \) is defined as \( |x| = \min\{x, |G| - x\} \).
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For a cyclic, finite group $G$, a fixed generator $g$ of $G$ and a polynomial $P \in \mathbb{P}$ we define the $P$-Diffie-Hellman function, $P$-DH: $G \times G \rightarrow G$ as

$$P\text{-DH}(g^a, g^b) := g^{P(a, b)},$$

where $P$ is called the defining polynomial of the $P$-Diffie-Hellman function.

**Examples** of the $P$-DH function are:

<table>
<thead>
<tr>
<th>Name</th>
<th>Defining polynomial</th>
<th>$P$-Diffie-Hellman function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffie-Hellman function [3]</td>
<td>$P(a, b) = ab$</td>
<td>$DH(g^a, g^b) = g^{ab}$</td>
</tr>
<tr>
<td>Square Exponent function [5]</td>
<td>$P(a, b) = a^2$</td>
<td>$SE(g^a) = g^{(a^2)}$</td>
</tr>
<tr>
<td>To-the-s Diffie-Hellman function [3]</td>
<td>$P(a, b) = a^s$</td>
<td>$DH^s(g^a) = g^{(a^s)}$</td>
</tr>
<tr>
<td></td>
<td>$P(a, b) = (a + b)^n$</td>
<td>$P\text{-DH}(g^a, g^b) = g^{(a + b)^n}$</td>
</tr>
<tr>
<td></td>
<td>$P(a, b) = a^2b + ab^2$</td>
<td>$P\text{-DH}(g^a, g^b) = g^{a^2b + ab^2}$</td>
</tr>
</tbody>
</table>

**Considered Group Families.** For groups $G$ whose maximal prime factor $q$ of the group order is "small," computing $P$-DH($g^a, g^b$) is easy because of the Pohlig-Hellman algorithm [6]. This algorithm computes the discrete logarithm in running time $O(\sqrt{q})$. Let $G := (G_n, g^n)_{n \in \mathbb{N}}$ be a family of finite cyclic groups and generators. We define $G$ as the set of all families $G$, where the bitlength of the (efficiently computable) group order $|G_n|$ is of the order $n$. We define $\mathcal{G}(\text{nsprime}) := \{ G : \exists \text{polynomials } R \exists \text{all } p \in \mathbb{N} : \min \{ |G_n| \} > R(n) \}$ as the set of all families $G$ such that the minimal prime factor of the group order $|G_n|$ is larger than any polynomial (nsprime stands for "no small prime factor").

**Computational Assumptions.** Let $(G, g) = (G_n, g^n)_{n \in \mathbb{N}} = G$ be a family of groups and generators and let $\epsilon(n)$ be a function in $n$ taking values in the interval $[0, 1]$. For a $P \in \mathbb{P}$ the $\epsilon(n)$-$P$ Computational Diffie-Hellman assumption for $G$ ($\epsilon(n)$-$P$-CDH($G$)) is:

There is no efficient algorithm that, given random group elements $g^a$ and $g^b$, outputs $g^{P(a, b)}$ with probability at least $\epsilon(n)$ (taken over the uniformly distributed input and coin tosses of the algorithm).

We define $\epsilon(n)$-CDH($G$) as the assumption $\epsilon(n)$-$P$-CDH($G$) for $P(a, b) := ab$ and $\epsilon(n)$-CSE($G$) as the assumption $\epsilon(n)$-$Q$-CDH($G$) for $Q(a, b) := a^2$.

The strongest possible assumption considered here that for all polynomials $R$ there is no efficient algorithm that, given $g^a$ and $g^b$, outputs $g^{P(a, b)}$ with (asymptotical) probability at least $1/R(n)$ is denoted as $\frac{1}{\text{poly}(n)}$-$P$-CDH($G$). Vice-versa, the weakest possible assumption that there is no efficient algorithm that, given $g^a$ and $g^b$, outputs $g^{P(a, b)}$ with probability $1 - \alpha(n)$, where $\alpha(n)$ is a negligible function in $n$, is denoted as $P$-CDH($G$).

We say that assumption

- $\epsilon(n)$-$P$-CDH holds, if $\epsilon(n)$-$P$-CDH($G$) holds for every family $G \in \mathcal{G}$.
- $\epsilon(n)$-$P$-CDH$\text{nsprime}$ holds, if $\epsilon(n)$-$P$-CDH($G$) holds for every family $G \in \mathcal{G}(\text{nsprime})$.

2 By abuse of notation we often use $(G, g)$ instead of $(G_n, g^n)_{n \in \mathbb{N}}$. 
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Relations. To express relations among assumptions we will use the following notation: \( A \Rightarrow B \) means that if assumption \( A \) holds, so does assumption \( B \). Vice-versa, it also means that if there is a (polynomial-time) algorithm \( A_B \) breaking assumption \( B \) then we can build another (polynomial-time) algorithm \( A^A_B \) with (oracle) access to \( A_B \) which breaks assumption \( A \). \( A \Leftrightarrow B \) means that \( A \Rightarrow B \) and \( B \Rightarrow A \), i.e. \( A \) and \( B \) are assumptions of the same (polynomial) complexity.

Generic Algorithms (Notation of Shoup [8]). An encoding function on the additive group \((\mathbb{Z}_m, +)\) is an unknown injective map \( \sigma : \mathbb{Z}_m \to \{0, 1\}^n \) for some integer \( n \). For a generic algorithm nothing is known about the structure (representation) of the underlying algebraic group. More precisely a generic algorithm \( A \) for \( \mathbb{Z}_m \) is a probabilistic algorithm that takes as input an encoding list \( (\sigma(x_1), \ldots, \sigma(x_k)) \) where \( \sigma \) is an encoding function. Operations can only be performed via addition and subtraction oracles which given two indices \( i, j \), return the encoding of \( \sigma(x_i + x_j) \) and \( \sigma(x_i - x_j) \) respectively. Both oracles can be considered as black boxes. The new encoding is then added to the encoding list. The output of the algorithm is denoted by \( A(\sigma; x_1, \ldots, x_k) \). An example of a generic algorithm is the Pohlig-Hellman algorithm [6] that computes the discrete logarithm.

Relations between assumptions that make only use of generic reduction algorithms are marked by the appearance of \( \sigma \). For instance, \( A \not\Rightarrow B \) means that no efficient reduction is possible when computation is restricted to generic algorithms. And \( \text{true} \not\Rightarrow B \) means that assumption \( B \) is always true when computation is restricted to generic algorithms, i.e. no efficient generic algorithm can break assumption \( B \). Note that such “impossibility statements” for generic algorithms are very weak, because problems might get substantially easier when adding an encoding to the group \( G \). For instance, the discrete logarithm is known to be hard to compute for generic algorithms but in the additive group \((\mathbb{Z}_m, +)\) with generator \( 1 \) the discrete logarithm of \( x \in \mathbb{Z}_m \) is simply given by \( x \) itself. Of course this is trivializing the computation.

3 The Computational Case

In this section we deal with assumptions regarding the computational case of the \( P \)-Diffie-Hellman function. Again we want to point out that our results are phrased in terms of assumptions. For instance \( P \)-CDH is the assumption that there is no efficient algorithm that computes the \( P \)-Diffie-Hellman function. Recall that to show that assumption \( A \) implies assumption \( B \) \( (A \Rightarrow B) \) we have to prove that if there is an algorithm \( A_B \) breaking assumption \( B \) then we can build another algorithm \( A^A_B \) with (oracle) access to \( A_B \) which breaks assumption \( A \). This might be a little bit confusing or contra-intuitive at first sight but it simplifies notation.
3.1 Previous Work

Theorem 1. 1. true $\iff \frac{1}{\text{poly}(n)}$-CDH$_{\text{prime}}$ (Shoup [8]).
2. true $\iff \frac{1}{\text{poly}(n)}$-CSE$_{\text{prime}}$ (Wolf [10]).
3. $\frac{1}{\text{poly}(n)}$-CDH $\iff$ CDH (Shoup’s Diffie-Hellman self-corrector [8]).
4. $\frac{1}{\text{poly}(n)}$-CDH $\iff \frac{1}{\text{poly}(n)}$-CSE (Maurer and Wolf [5]).

Note that Theorem 1 (3) and (4) hold not only for groups whose maximal prime factor of the order is not small. In this case both assumptions are trivially wrong and therefore the relation still holds.

3.2 This Work

The following two main theorems of this section state the equivalence of the two assumptions $P$-CDH and $Q$-CDH for two defining polynomials $P$ and $Q$. Note that the size of the smallest prime factor of the group order turns the balance of the strength of the two theorems. In both theorems $P(a, b) = ab$ or $Q(a, b) = ab$ is possible.

Theorem 2. For every constant $l$ and for every $P, Q \in \mathbb{P}_l$ we have

$$\frac{1}{\text{poly}(n)}P\text{-CDH$_{\text{prime}}$} \iff \frac{1}{\text{poly}(n)}Q\text{-CDH$_{\text{prime}}$}.$$  

Theorem 3. For $l \in O(\sqrt{\log n})$ and for every $P, Q \in \mathbb{P}_l^{\text{poly}(n)}$ we have

$$P\text{-CDH} \iff Q\text{-CDH}. $$

No generic algorithm can efficiently break the $P$-Computational Diffie-Hellman assumption:

Theorem 4. For every $P \in \mathbb{P}_{\text{poly}(n)}$ we have

$$\text{true} \iff \frac{1}{\text{poly}(n)}P\text{-CDH$_{\text{prime}}$}.$$  

The proof of Theorem 4 uses techniques due to Shoup [8] and can be found in appendix A.

Theorem 5 (P-DH self-corrector). For every constant $l$ and every $P \in \mathbb{P}_l$ we have

$$\frac{1}{\text{poly}(n)}P\text{-CDH} \iff P\text{-CDH}.$$
3.3 Proofs

Computing Roots in $G$ will be an important building stone for the proofs of our theorems. We will shortly summarize some known theoretical results from [10]. For a finite cyclic group $G$ of known order $|G|$ let $d \in \mathbb{Z}_{|G|}$ and $x, a \in G$. Then the equation

$$x^d = a$$

has exactly $s := \gcd(|G|, d)$ different solutions $x_1, \ldots, x_s$. They are called $d$-th roots of $a$ and can be computed by a probabilistic algorithm in expected $O(sn^3)$ bit operations. In fact, for this algorithm to work one has to know which prime factors are shared by $d$ and $|G|$. But in our application $d$ is always small enough to efficiently compute this relation. Therefore a complete factorization of $|G|$ is not needed, only $|G|$ must be known.

Note that for elements $x, a \in G$ and $d$ relatively prime to $|G|$ the equation $x^d = a$ has a unique solution $x$ which can be computed in expected $O(n^3)$ bit operations.

**Lemma 1.** For $(G, g) = (G_n, g_n)_{n \in \mathbb{N}} \in G\text{-}\text{nsprime}$ let $d \in \mathbb{Z}_{|G|}$ and $x, a \in G$. Then the equation $x^d = a$ has with overwhelming probability a unique solution $x$.

**Proof.** We show that the fraction of $d$ for which $d$ is not relatively prime to $|G|$ is negligible in $n$. Let $m = |G| = \prod_{1 \leq i \leq k} p_i^{e_i}$ and $p$ be the minimal prime factor of $m$. Then $m \geq p^k$ and consequently $k \leq \log_p m$. The number of $d$'s that are relatively prime to $m$ is given by the Euler Phi function $\varphi(m)$. The following inequality holds:

$$\frac{\varphi(m)}{m} = \frac{1}{m} \prod_{1 \leq i \leq k} p_i^{e_i-1} (p_i - 1) = \prod_{1 \leq i \leq k} \frac{p_i - 1}{p_i} \geq \prod_{1 \leq i \leq k} \frac{p - 1}{p} = \left(\frac{p - 1}{p}\right)^k$$

$$= \left(\frac{p - 1}{p}\right)^{\log_p m} \geq \frac{p^{\log_p m} - \log_p m \cdot p^{\log_p m - 1}}{m}$$

$$= \frac{m - \log_p m}{m} = 1 - \frac{\log_p m}{m} \geq 1 - \frac{n + 1}{p \log_p m} \geq 1 - \frac{n + 1}{p} > 1 - \frac{1}{R(n)}$$

for every polynomial $R(n)$, where inequality $(\ast)$ holds because $(a - 1)^b \geq a^b - ba^{b-1}$.

The following simple lemma plays a central role in our proofs. It says that once we are given an efficient algorithm that computes DH with non-negligible probability of success, then we can efficiently compute P-DH with overwhelming probability of success for any polynomial $P(a, b)$.

**Lemma 2.** For every $P \in \mathbb{P}_{\text{poly}(n)}$ we have

$$P \cdot \text{CDH} \Rightarrow \frac{1}{\text{poly}(n)} \cdot \text{CDH}.$$  

3 The equation $x^d = a$ implicitly tells us that there is at least one solution, $x$. 
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Proof. Fix the family \((G, g) = (G_n, g_n)_{n \in \mathbb{N}} \in \mathbb{G}\). Assume \(\frac{1}{\text{poly}(n)}\)-CDH is wrong, i.e. there is an oracle that computes DH with success probability of at least \(1/\text{poly}(n)\). Use the Diffie-Hellman self-corrector of Theorem 1 (3) to get an algorithm that computes DH with overwhelming probability of success. With this reliable algorithm for DH at hand, given \(g^a\) and \(g^b\), any monomial \(g^{a_i b_j}\) can be computed by repeated multiplication or squaring in the exponent. Hence, P-DH can be constructed "monomial-by-monomial" (there are at most polynomial many) by addition in the exponent. This would break assumption P-CDH. Thus \(P\text{-CDH} \Rightarrow \frac{1}{\text{poly}(n)}\text{-CDH}\) holds.

With this observation at hand the proof of Theorem 5 (P-DH self-corrector) is easy. Clearly \(\frac{1}{\text{poly}(n)}\text{-CDH} \Rightarrow \frac{1}{\text{poly}(n)}\text{-CDH}\) holds. To prove "\(\leq\)" we "detour" over DH. This will be a very frequently used strategy in our proofs. Let \(P \in \mathbb{P}_l\) and let an oracle \(O_{P-DH}\) be given that computes P-DH with non-negligible probability of success. Due to Theorem 2 we can construct an algorithm \(A^{O_{P-DH}}\) that computes DH with non-negligible probability of success. Now apply Lemma 2.

**Proof Outline** of Theorem 2 and Theorem 3: Due to Lemma 2 in both cases it is sufficient to show that given an efficient algorithm that computes P-DH for a \(P \in \mathbb{P}_l\) then there is an efficient algorithm that computes DH. Lemma 3 deals with the special case \(P \in \mathbb{P}_2\). It can be viewed as the induction base. In Lemma 4 computing P-DH for a \(P \in \mathbb{P}_N\) is reduced through a efficient algorithm to computing Q-DH for a \(Q \in \mathbb{P}_{N-1}\). This lemma can be viewed as the induction step which is then applied recursively \(l - 2\) times. As we will see we have to take care of a blow-up of the coefficients of the polynomial \(Q\) in the induction step.

**Lemma 3.** 1. For \(P \in \mathbb{P}_2\) we have

\[
P\text{-CDH} \iff \text{CDH}.
\]

2. For \(P \in \mathbb{P}_2\) we have

\[
\frac{1}{\text{poly}(n)}\text{-CDH}_{\text{prime}} \iff \frac{1}{\text{poly}(n)}\text{-CDH}_{\text{prime}}.
\]

**Proof.** We first prove part 1 of the lemma. Let \(P \in \mathbb{P}_2\). Because of Lemma 2 it is sufficient to show \(P\text{-CDH} \iff \frac{1}{\text{poly}(n)}\text{-CDH}\). Let \((G, g) = (G_n, g_n)_{n \in \mathbb{N}} \in \mathbb{G}\). Let \(O_{P\text{-DH}}\) be an oracle that computes P-DH, i.e. given \(g^a, g^b, O_{P\text{-DH}}\) outputs

\[
g^{P(a, b)} = g^{c_0 + c_1 a^2 + c_2 a^3 b^2 + c_3 a^4 b^3 + c_4 a^5 b^4 + c_5 a^6 b^5 + c_6 a^7 b^6 + c_7 a^8 b^7 + c_8 a^9 b^8 + c_9 a^{10} b^{10}}.
\]

We want to design an algorithm \(A^{O_{P\text{-DH}}}\) that computes DH with non-negligible probability of success. The main idea of the proof is to "eliminate" any appearance of \(a^ib^j\) in the exponent for every \(0 \leq i, j \leq 2\) by the multiplicative combination of calls to \(O_{P\text{-DH}}\). For this, \(A^{O_{P\text{-DH}}}\) queries the oracle for \(Y_+ = O_{P\text{-DH}}(g^{a+b}, g) = P\text{-DH}(g^{a+b}, g)\) and \(Y_- = O_{P\text{-DH}}(g^{a-b}, g) = P\text{-DH}(g^{a-b}, g)\). Division of the two outputs yields

\[
Y_+ \cdot (Y_-)^{-1} = g^{4c_2 a b + 2c_1 b}
\]

(1)

7
where all $c_i := \sum_{j=0}^{2} c_{ij}$ are known. First assume $c_2 \neq 0$. From (1)
\[ y := g^{4c_2 ab} = g^{4c_2 ab + 2c_1 b} \cdot (g^b)^{-2c_1} \]
can be computed. Assume $4c_2$ is positive, otherwise invert. Now compute all
4$c_2$-th roots of $g^{ab}$ (there are $s := \gcd(4c_2, |G|)$ of them), i.e. all solutions $x$
of the equation
\[ x^{4c_2} = y, \]  
with $x = g^{ab}$. This can be done in time $O(sn^3) = poly(n)$, because all coefficients
$\sum_{j=0}^{2} c_{ij}$ are in poly($n$). Unfortunately we cannot test which of the roots of equation (2)
is the correct one because the corresponding decision problem might be hard. But
since we know that one of the $s = poly(n)$ different roots if the correct one, $g^{ab}$,
it is sufficient to output one of the roots at random. Hence, for the case $c_2 \neq 0$
the success probability of the $\mathcal{O}^{P\text{-}DH}$ is $\epsilon(n) \geq 1/s \geq 1/(4c_2) = 1/poly(n)$.

The case $c_2 = 0$ is left. If $c_2 = \sum_{j=0}^{2} c_{ij} \neq 0$ we can swap the input and are
done, too. If not, a different approach has to be taken. First note that in the case
$c_2 = 0$ the polynomial $P(a, b)$ must depend on both, $a$ and $b$. Again by making
two queries to the oracle $O_{\mathcal{O}^{P\text{-}DH}}$ the algorithm computes $P\text{-}DH(g^{a+b}, g^2)$.
($P\text{-}DH(g^{a-b}, g^3)$) which leads to $g^{2d_2 a+b+2d_1 b}$ with $d_i = \sum_{j=0}^{2} c_{ij} 2^j$. Note that
if $c_2 = 0$ then $d_2 \neq 0$ holds. Now continue as above. This completes the proof of
part 1.

Now let $(G, g) = (G_{n'}, g_n)_{n \in \mathbb{N}} \in \mathbb{G}(nsprime)$ and let $P \in \mathbb{P}_2$. We show
part 2 of the lemma. Let $O_{\mathcal{O}^{P\text{-}DH}}$ be an oracle that outputs $P\text{-}DH$ with success
probability at least $\epsilon(n) = 1/poly(n)$. First the algorithm queries the oracle for
$Y_+ = O_{\mathcal{O}^{P\text{-}DH}}(g^{a+b} s, g^s)$ and $Y_- = O_{\mathcal{O}^{P\text{-}DH}}(g^{a-b} s, g^s)$ for random and known
values $s, t, u, v$. Note that the queries are random and independent. Therefore
the probability that both calls give the correct answer is at least $\epsilon^2(n)$. Assume
this is the case, thus $Y_+ = P\text{-}DH(g^{a+b} t, g^t)$ and $Y_- = P\text{-}DH(g^{a+b} v, g^v)$. Now
the key observation is that because the minimal prime factor of $G$ is not too
small, every coefficient in the exponent has an unique inverse with overwhelming
probability (Lemma 1). In this case the inverse is efficiently computable. From
\[ Y_+ = g^{2y(a+b+s)^2 + c_1(a+b+s) + c_0} = g^{(a+b)^2 + 2c_2(a+b)s + c_3 + c_4} \]
for $c_i = \sum_{j=0}^{2} c_{ij} 2^j$ a simple computation gives us $g^{(a+b)^2}$. For the same reason
we get $g^{(a-b)^2}$ from $Y_-$. Again by division $g^{2ab}$ can be computed and hence
$g^{ab}$. We have constructed an algorithm $\mathcal{A}^{P\text{-}on}$ that computes $g^{ab}$ with success
probability of at least $\epsilon^2(n) = 1/poly(n)$. \[ \square \]

The next lemma can be viewed as the “induction step” to prove Theorem 3
and Theorem 2.

**Lemma 4.** 1. For a $P \in \mathbb{P}_2$ let $O_{\mathcal{O}^{P\text{-}DH}}$ be an oracle that breaks $P\text{-}CDH$. Then
for $k := 2kN2N$ there is a $Q \in \mathbb{P}_2^N$ and an efficient algorithm $\mathcal{A}^{\mathcal{O}^{P\text{-}DH}}$
that breaks $Q\text{-}CDH$ making at most $3$ queries to $O_{\mathcal{O}^{P\text{-}DH}}$.
2. For a function \( \epsilon > 0 \) and for a \( P \in \mathbb{P}_N \) let \( O_{P-DH} \) be an oracle that breaks \( \epsilon(n) \)-\( P \)-CDH\(_{\text{prime}} \). Then there is a \( Q \in \mathbb{P}_{N-1} \) and an efficient algorithm \( A^{O_{P-DH}} \) that breaks \( \epsilon^2(n) \)-\( Q \)-\( CDH_{\text{prime}} \) making at most 3 queries to \( O_{P-DH} \).

**Proof.** We start proving the first part of this lemma. Let \( P \in \mathbb{P}_N^k \) and let \( (G, g) = (G_n, g_n)_{n \in \mathbb{N}} \in \mathcal{G} \). The main idea of this proof again is to eliminate any appearance of \( g^{a^ib^j} \) or \( g^{a^ib^k} \) for any \( i, j \) by computing \( P \text{-DH}(g^{a+b}, g) \cdot (P \text{-DH}(g^{a-b}, g))^{-1} \).

**Case 1:** \( N \) even.

Making two queries to the oracle \( O_{P-DH} \), algorithm \( A^{O_{P-DH}} \) gets

\[
Y_+ = P \text{-DH}(g^{a+b}, g) = g^{c_N(a+b)^N + c_{N-1}(a+b)^{N-1} + \cdots + c_0(a+b)}
\]

and

\[
Y_- = P \text{-DH}(g^{a-b}, g) = g^{c_N(a-b)^N + c_{N-1}(a-b)^{N-1} + \cdots + c_0(a-b)},
\]

where \( c_i := \sum_{j=1}^N c_{ij} \). Now assume \( c_N \neq 0 \). \( c_N \) might be 0, but if \( c_N = 0 \) we continue as in the case of \( N - 1 \). Now remember \( N \) is even. Therefore division leads to \( g^{Q(a,b)} = Y_+ \cdot (Y_-)^{-1} \) where

\[
Q(a,b) = c_N(a+b)^N - (a-b)^N + c_{N-1}((a+b)^{N-1} - (a-b)^{N-1}) + \sum_{i=0}^{N-2} c_i((a+b)^i - (a-b)^i)) = 2c_N \left( \binom{N}{N-1} a^{N-1}b + \binom{N}{N-3} a^{N-3}b^3 + \cdots + \binom{N}{1} a b^{N-1} \right) + 2c_{N-1} \left( \binom{N-1}{N-2} a^{N-2}b + \cdots + b^{N-1} \right) + \cdots.
\]

Each coefficient of \( a^ib^j \) of this polynomial \( Q(a,b) \) is either 0 (if \( j \) is even) or \( 2c_{i+j}(\binom{i+j}{i}) \leq 2kN(N_N^i) \leq 2kN2^N =: k' \) (if \( j \) is odd). Note that the coefficients of the monomials \( a^N \) and \( b^N \) are always 0. Thus \( Q(a,b) \in \mathbb{P}_{N-1}^k \). Algorithm \( A^{O_{P-DH}} \) outputs \( g^{Q(a,b)} = Q \text{-DH}(g^a, g^b) \).

**Case 2:** \( N \) odd.

With three queries to the oracle \( O_{P-DH} \), algorithm \( A^{O_{P-DH}} \) gets

\[
g^{Q(a,b)} = P \text{-DH}(g^{a+b}, g) \cdot P \text{-DH}(g^{a-b}, g)^{-1} \cdot P \text{-DH}(g^b, g)^{-1}
\]

where

\[
Q(a,b) = 2c_N Na^{N-1}b - 2c_{N-1} b^{N-1} + \cdots
\]

A similar computation as in the even case shows that \( Q(a,b) \in \mathbb{P}_{N-1}^k \) with \( k' \)

\[^4 \text{If } c_i = 0 \text{ for all } 1 \leq i \leq N \text{ then query the oracle for } Y_+ = P \text{-DH}(g^{a+b}, g^a) \text{ and } Y_- = P \text{-DH}(g^{a-b}, g^b) \text{ and continue as in Lemma 3 (2).} \]
We continue with the second part of the lemma. Let \( P \in \mathbb{P}_N \) and let \( \mathcal{O}_{P-DH} \) be an oracle that computes \( P-DH(g^a, g^b) \) with success probability \( \varepsilon(n) \). Assume \( N \) is even. The odd case again is similar. In order to randomize the input of \( \mathcal{O}_{P-DH} \) chose \( s, t, u, v \) at random and uniformly distributed from \( \mathbb{Z}_{|c|} \). Let \( c_i \leftarrow \sum_{j=1}^N c_{ij} v_j^t \) and \( c'_i \leftarrow \sum_{j=1}^N c_{ij} v_j^u \). Making two independent queries to the oracle \( \mathcal{O}_{P-DH} \) the algorithm gets (assuming the oracle gives the correct answer twice) \( g^{Q_+ (a,b)} = P-DH(g^{a+b+s}, g^u) \) and \( g^{Q_- (a,b)} = P-DH(g^{a-b+t}, g^u) \) with

\[
Q_+(a,b) = c_N (a + b + s)^N + c_{N-1} (a + b + s)^{N-1} + \ldots + a_1 (a + b + s)
\]

\[
= c_N \left( (a + b)^N + \binom{N}{1} (a + b)^{N-1} s + \ldots + (a + b) s^N \right) + c_{N-1} (a + b + s)^{N-1} + \ldots + a_0 (a + b + s)
\]

and

\[
Q_-(a,b) = c'_N \left( (a - b)^N + \binom{N}{1} (a - b)^{N-1} s + \ldots + (a - b) s^N \right) + c'_{N-1} (a - b + s)^{N-1} + \ldots + c_0 (a - b + s).
\]

Note that the probability that both queries to the oracle \( \mathcal{O}_{P-DH} \) are successful is lower bounded by \( \varepsilon^2(n) \). Assume this is the case. Now continue as in the proof of the first part computing \( g^{Q_+(a,b)} = g^{Q_+(a,b) - c'_N \cdot (g^{Q_-(a,b) - c_N})^{-1}} \) where \( Q(a,b) \in \mathbb{P}_{N-1} \) and define \( g^{Q(a,b)} \) as the output of the algorithm. The even case is similar instead of the fact that three calls to the oracle \( \mathcal{O}_{P-DH} \) are needed. Consequently the overall success probability of \( \mathcal{A}^{O_{P-DH}} \) is lower bounded by \( \varepsilon^3(n) \).

Now we are ready to give the proof of Theorem 3 and Theorem 2.

**Proof.** (of Theorem 3). Let \((G, g) = (G_n, g_n)_{n \in \mathbb{N}} \in \mathbb{G}\). For \( l \in O(\sqrt{\log n}) \) and \( k \in \text{poly}(n) \) let \( P \in \mathbb{P}_k \). Due to Lemma 2 it is sufficient to show \( P\text{-CDH} \leq \mathcal{C} \text{-CDH} \). Let \( \mathcal{O}_{P-DH} \) be an oracle that computes \( P\text{-DH} \). Now apply \((l-2)\) times Lemma 4 (1) recursively to get a polynomial \( Q \) and an efficient algorithm \( \mathcal{A}^{O_{P-DH}} \) that computes \( Q\text{-DH} \). \( Q \in \mathbb{P}_{l^2(k, l)} \), where

\[
f(k, l) = k \cdot \prod_{i=2\cdot l}^{i \leq k} i^2 i \leq k \cdot l^2 (\ln k)^2 = \text{poly}(n) \cdot \text{poly}(n) = \text{poly}(n).
\]

The number of queries to \( \mathcal{O}_{P-DH} \) is at most \( 3^{l-2} = \text{poly}(n) \). Now use Lemma 3 (1) to construct an efficient algorithm \( \mathcal{B}^{O_{P-DH}} \) that computes \( \text{DH}(g^a, g^b) \) with overwhelming probability of success.

**Proof.** (of Theorem 2). Let \( P \in \mathbb{P}_l \) for a constant \( l \). It is sufficient to show \( \frac{1}{\text{poly}(n)} \text{-CDH} \leq \frac{\mathcal{C}}{\text{poly}(n)} \text{-CDH} \). Let \( \mathcal{O}_{P-DH} \) be an oracle that computes \( P\text{-DH} \) with success probability \( \frac{1}{\text{poly}(n)} \). After \((l-2)\) recursive applications of Lemma 4 (2) we get a \( Q \in \mathbb{P}_2 \) and an efficient algorithm \( \mathcal{A}^{O_{P-DH}} \) that computes \( Q\text{-DH} \) with success probability \( (\text{poly}(n))^{3(l-2)} = 1/\text{poly}(n) \). Now apply Lemma 3 (2).
4 The Decisional Case

Let $G = (G_n, g_n)_{n \in \mathbb{N}} = (G, g)$ be a family of groups and generators and let $\epsilon(n)$ be a function in $n$. Then the $\epsilon(n)$-P-Decision Diffie-Hellman assumption for $G$ ($\epsilon(n)$-P-DDH($G$)) is: There is no efficient algorithm that, given random group elements $g^a$, $g^b$ and (in random order) $g^{r(a, b)}$ and another random group element $g^e$, identifies $g^{r(a, b)}$ with probability $1/2 + \epsilon(n)$ (taken over the input and coin tosses of the algorithm).

Let $\epsilon(n)$-P-DDH$_{\text{nprime}}$, $\epsilon(n)$-P-DDH$_{\text{nprime}}$, $\epsilon(n)$-P-DDH as well as the Decision Square Exponent assumption $\epsilon(n)$-DSE and the Decision Diffie-Hellman assumption $\epsilon(n)$-DDH be defined as in the computational case.

4.1 Previous Work

**Theorem 6.**
1. true $\implies \frac{1}{\text{poly}(n)}$-DDH$_{\text{nprime}}$ (Shoup [8]).
2. true $\implies \frac{1}{\text{poly}(n)}$-DSE$_{\text{nprime}}$ (Wolf [10]).
3. $\frac{1}{\text{poly}(n)}$-DDH $\iff \frac{1}{\text{poly}(n)}$-DSE$_{\text{nprime}}$ (Wolf [10]).
4. $\frac{1}{\text{poly}(n)}$-DDH $\iff \frac{1}{\text{poly}(n)}$-DSE (Wolf [10]).

4.2 This Work

We define the set of polynomials $\mathbb{P}_2^*$ for that the reduction from P-DDH to DDH is possible. Let $\mathbb{P}_2^* \subset \mathbb{P}_2$ be the set of polynomials $P$ from $\mathbb{P}_2$ given by

$$P(a, b) = (d_0 a + d_0 b)(d_1 a + d_1 b) + c_0 a + c_0 b + c_0,$$

where $c_{ij} \in \mathbb{Z}_{|c_i|}$. Example polynomials of the set $\mathbb{P}_2^*$ include $P(a, b) = a^2 - b^2$ and $P(a, b) = (a + b)^2$.

We characterize the relation between the assumptions $\frac{1}{\text{poly}(n)}$-DDH and $\frac{1}{\text{poly}(n)}$-P-DDH in the following two theorems. Remember that $\mathbb{P}_1$ is the set of polynomials $P(a, b) = c_{11} ab + c_{01} a + c_{01} b + c_0$ satisfying $c_{11} \neq 0$.

**Theorem 7.** For every $P \in \mathbb{P}_{\text{poly}(n)} \setminus \mathbb{P}_2^*$ and $Q \in \mathbb{P}_2^*$ we have

1. $\frac{1}{\text{poly}(n)}$-DDH$_{\text{nprime}}$ $\ll$ $\frac{1}{\text{poly}(n)}$-P-DDH$_{\text{nprime}}$.

2. $\frac{1}{\text{poly}(n)}$-DDH $\ll$ $\frac{1}{\text{poly}(n)}$-P-DDH.

**Theorem 8.** For every $P \in \mathbb{P}_{\text{poly}(n)} \setminus \mathbb{P}_1$ we have

$$\frac{1}{\text{poly}(n)}$-DDH$_{\text{nprime}}$ $\ll$ $\frac{1}{\text{poly}(n)}$-P-DDH$_{\text{nprime}}$.
The proof of Theorem 8 uses techniques due to Shoup [8] and can be found in appendix A.

The next theorem is a direct corollary of Theorem 6 (1) and Theorem 8.

**Theorem 9.** For every $P \in \mathbb{P}_{\text{poly}(n)}$ we have

$$\text{true} \overset{\varepsilon}{\Rightarrow} \frac{1}{\text{poly}(n)} \cdot P\text{-DDH}_{\text{nsprime}}.$$ 

### 4.3 Proofs

The following lemma gives an alternative characterization of $\mathbb{P}_{2^*}$. 

**Lemma 5.** 1. If $P(a, b) \in \mathbb{P}_{2}$, then there are non-trivial linear combinations $R, S$ and $T$ of $1, a, b$ and $P(a, b)$ over $\mathbb{Z}_{|C|}$ that satisfy the relation

$$\forall a, b : \quad R(1, a, b, P(a, b)) \cdot S(1, a, b, P(a, b)) = T(1, a, b, P(a, b)). \quad (3)$$

2. Let $(G, g) \in G(\text{nsprime})$ and let $P \in \mathbb{P}_{\text{poly}(n)}$. If relation (3) is satisfied, then $P \in \mathbb{P}_{2}^*$ holds with overwhelming probability (over the choices of $P$).

**Proof.** Let $R(a, b) = r_0 + r_1 a + r_2 b + r_3 P(a, b)$, $S(a, b) = s_0 + s_1 a + s_2 b + s_3 P(a, b)$ and $T(a, b) = t_0 + t_1 a + t_2 b + t_3 P(a, b)$. Relation (3) can only hold for all $a, b$ if $r_3 = s_3 = 0$. Thus, viewed as polynomials over $a$ and $b$, relation (3) is satisfied iff $(r_1 a + r_2 b) \cdot (s_1 a + s_2 b) = u_0 + u_1 a + u_2 b + u_3 P(a, b)$, where $u_0 := t_0 - r_0 s_0$, $u_1 := t_1 - r_0 s_1 - r_1 s_0$ and $u_2 := t_2 - r_0 s_2 - r_2 s_0$. Consequently, for any $P(a, b) \in \mathbb{P}_{2}^*$ relation (3) can be satisfied (setting $t_3 = 1$). Now let $(G, g) \in G(\text{nsprime})$ and relation (3) be satisfied. Due to Lemma 1, $t_3$ is invertible in $\mathbb{Z}_{|C|}$ with overwhelming probability. In this case obviously $P \in \mathbb{P}_{2}^*$ holds. \qed

The next lemma proves Theorem 7 (2).

**Lemma 6.** Let $P \in \mathbb{P}_{2^*}$ and let $O_{\text{DDH}}$ be a an oracles that breaks $\epsilon(n)$-DDH. Then there is an efficient algorithm $\mathcal{A}^{\text{cond}}$ that breaks $\epsilon(n)$-$P$-DDH.

**Proof.** We construct $\mathcal{A}^{\text{cond}}$ as follows: Let $g^a, g^b$ and in random order $g^{P(a, b)}$ and $g^{c}$ be given, where we can not a priori decide between the input $g^{P(a, b)}$ and $g^{c}$. Since $P \in \mathbb{P}_{2}$, we can compute $g^{R(a, b)}, g^{S(a, b)}$ and $g^{T(a, b)}$ with $R, S, T$ satisfying relation (3) of Lemma 5 (1). $g^{T(a, b)}$ is computed twice, first with $g^{P(a, b)}$, second with $g^{c}$ in the role of $g^{P(a, b)}$. Let denote them as $g^{T_1}$ and $g^{T_2}$. Now feed the $\epsilon(n)$-DDH oracle with the input $(g^{R}, g^{S}, T_1, g^{T_2})$ which immediately identifies which one, $g^{T_1}$ or $g^{T_2}$, has been computed from $g^{P(a, b)}$. Note that we called the $\epsilon(n)$-DDH oracle only once, thus the success probability of algorithm $\mathcal{A}^{\text{cond}}$ is $\epsilon(n)$. \qed

The next lemma plays an essential role for proofs in the context of generic algorithms.
Lemma 7 ([8]). Let \( m \) be an integer and let \( F(X_1, X_2, \ldots, X_n) \) be a non-zero polynomial in \( \mathbb{Z}_m[X] \) of total degree \( d \geq 1 \). Then, for random \( (x_1, x_2, \ldots, x_n) \in \mathbb{Z}_m^n \), the probability that \( F(x_1, x_2, \ldots, x_n) = 0 \) is at most \( d/p \), where \( p \) is the smallest prime factor of \( m \).

The next lemma says that for \( P \in \mathbb{P}_\text{poly} \setminus \mathbb{P}_{2^*} \), every generic algorithm that breaks \( \epsilon(n)-\text{P-DDH}_{\text{prime}} \) for a non-negligible \( \epsilon(n) \) needs at least super-polynomial time. It proves Theorem 7 (1). The proof uses techniques due to Shoup [8].

Lemma 8. Let \( m \) be an integer and \( p \) the smallest prime factor of \( m \). Let \( S \subset \{0, 1\}^m \) be a set of at least \( m \) binary strings. Let \( P \in \mathbb{P}_1 \setminus \mathbb{P}_{2^*} \). Assume that a generic algorithm \( A \) exists that works for groups of order \( m \), runs in time at most \( T \) and makes calls to a (perfect) DDH-oracle. Let \( a, b, c \in \mathbb{Z}_m \) be chosen at random, let \( \sigma : \mathbb{Z}_m \to S \) be a random encoding function, and let \( t \) be a random bit. Set \( w_0 = P(a, b) \) and \( w_1 = c \). Then

\[
\Pr[A(\sigma; 1, a, b, w_t, w_{1-t}) = t] \leq 1/2 + O(T^2/p)
\]

holds for all but a negligible fraction of all \( P \in \mathbb{P}_1 \setminus \mathbb{P}_{2^*} \).

Proof. The proof follows two ideas. First, if the algorithm has a slight chance to decide P-DH only by making computations in the group, then this happens by an “accident” that is not very likely to happen. And second, the algorithm has no chance to get a single bit of information from the DDH-oracle, i.e. the probability that it gets a non-trivial answer from it is very small (here Lemma 5 (2) comes to application). Hence, the oracle is useless.

Now to the formal arguments. The algorithm makes \( A \) computation steps and knows the encodings \( \sigma(x_i) \) of some \( x_i \in \mathbb{Z}_m \), 1 \( \leq i \leq A + 5 \). \( x_i \) clearly is of the form \( x_i = R_i(a, b, P(a, b), c) \), where \( R_i \) is a linear function in \( a, b, P(a, b) \) and \( c \). We can assume that \( R_i \neq R_j \) holds for all \( i \neq j \). Furthermore the algorithm makes \( B \) calls to the DDH-oracle.

The algorithm may be able to output the correct bit \( t \) only by obtaining information from either of the following events \( E_1 \) and \( E_2 \):

\( E_1 \): The algorithm finds for \( i \neq j \) a non-trivial collision of the form \( \sigma(x_i) = \sigma(x_j) \).

Note that if for all \( i, j \) one has \( \sigma(x_i) \neq \sigma(x_j) \), then the algorithm has learned the random encoding of two distinct pairs. That clearly does not provide any information to the algorithm.

\( E_2 \): The algorithm gets at least one positive\(^5\) answer for a non-trivial query to the DDH-oracle.

Let \( E = E_1 \cup E_2 \). We compute an upper bound for the probability that event \( E \) occurs. We give the algorithm the benefit of doubt and consider it in this case to be successful.

Case \( E_1 \): Observe that a non-trivial collision \( R_i(a, b) = R_j(a, b) \) for all \( a, b \) is never

\(^5\) Positive in the sense that the DDH oracle correctly identifies \( g^{ab} \) given the input \( g^a, g^b, g^x \) and \( g^{xy} \).
possible. The probability of a collision $R_i(a, b, P(a, b), c) = R_j(a, b, P(a, b), c)$ for fixed $i \neq j$ can be bounded by considering the polynomial $F(x, y, z) = R_i - R_j$. This is a polynomial of total degree at most $2l$. Due to Lemma 7 the probability that a random $(x, y, z) \in \mathbb{Z}_n^3$ is a zero of $F$ is bounded by $2l/p$. There are $\binom{A + 5}{2}$ possible distinct pairs of linear combinations $R_i, R_j$ to consider. Consequently the probability that event $E_1$ occurs is bounded by $\binom{A + 5}{2} \cdot \frac{2l}{p}$.

Case $E_2$: Let $i \neq j$. Due to Lemma 5 (2), with overwhelming probability over all choices of $P$, it is not possible to derive a (non-trivial) relation $R_i(a, b) = R_j(a, b)R_k(a, b)$. The degree of $R_j \cdot R_k - R_i$ is at most $4l$. Thus with same argument as in event $E_1$ the probability that event $E_2$ occurs is bounded by $4lB/p$.

In total we have $\Pr[E] \leq \Pr[E_1] + \Pr[E_2] \leq \frac{2l(A + 5)(A + 4)}{2p} + \frac{4lB}{p} \leq \frac{2l(T + 5)(T + 4)}{4p}$, where $T = A + B$ is the number of steps of the algorithm. The overall probability that the algorithm outputs the correct bit $t$ therefore is:

$$\Pr[E] + \frac{1}{2} \Pr[E] = \frac{1}{2} + \Pr[E] = \frac{1}{2} \cdot \frac{2l(T + 5)(T + 4)}{4p} = O\left(\frac{T^2}{p}\right).$$

\square

5 Conclusions and Open Problems

For groups having at least one large prime factor in the (known) group order we proved that for every $P \in \mathbb{P}_{poly(n)}$ no generic algorithm can compute the $P$-Diffie-Hellman function (Theorem 4) or decide it (Theorem 9) in probabilistic polynomial time. The relation to the Diffie-Hellman function proven in Sections 3 and 4 can be summarized as follows:

**Computational Case.** For every constant $l$ and for every $P \in \mathbb{P}_l$ the following relations hold:

$$\frac{1}{poly(n)} \text{CSE} \xrightarrow{\text{Thm.}} \frac{1}{poly(n)} \text{CDH} \xrightarrow{\text{Thm.}} \frac{1}{poly(n)} P\text{-CDH}$$

For $l \in \mathcal{O}(\sqrt{\log n})$ and for every $P \in \mathbb{P}_{poly(n)}$ the following relation holds:

$$\text{CDH} \xrightarrow{\text{Thm.}} P\text{-CDH}.$$ 

**Decisional Case.** The following relations hold:

$$\frac{1}{poly(n)} \text{DDH}_{\text{prime}} \begin{cases} \xrightarrow{\text{poly}(n)} P\text{-DDH}_{\text{prime}} : & P \in \mathbb{P}_{\text{poly}(n)} \setminus \mathbb{P}_1 \\ \xleftarrow{\text{poly}(n)} & P \in \mathbb{P}_2 \\ \xrightarrow{\text{poly}(n)} P\text{-DDH}_{\text{prime}} : & P \in \mathbb{P}_{\text{poly}(n)} \setminus \mathbb{P}_2. \end{cases}$$

On the one hand this shows that the two assumptions $\text{DDH}_{\text{prime}}$ and $P\text{-DDH}_{\text{prime}}$ for $P \in \mathbb{P} \setminus \mathbb{P}_1$ are not generically equivalent. But Theorem 9 shows that they
are at least equally hard with respect to generic algorithms.

Applications. As the title of this paper suggests we presented a theoretical approach of a generalization of the Diffie-Hellman function. This P-Diffie-Hellman function is provable computational equivalent to the Diffie-Hellman function for a certain class of groups. This set of functions should be viewed as a tool box. The same way the Square Exponent function was introduced as a theoretical concept first and later exploited in a cryptographic setting, we hope that one will find a useful application in some cryptographic protocols or maybe one can use it to simplify some proofs in the context of the Diffie-Hellman function.

Note that the P-Diffie-Hellman function can be adopted to use as a replacement for the Diffie-Hellman function in some applications. For instance the to-the-s Diffie-Hellman function introduced in Section 1 can be used in protocols like the scheme for key escrow with limited time span [1].

Open Problems: First of all it would be nice to have some more “real-world” applications of the P-Diffie-Hellman function. The summary given in the conclusions of the computational case leaves a lot of room for improvement. It would be interesting to see if one can improve the restrictions to the degree of the polynomials \( P(a, b) \) from \( l = \text{constant} \) to \( l = \text{poly}(n) \) in Theorem 2. Specially one has to randomize the input of the P-DH oracle in the reduction what seems to be a problem. Or maybe one can even show that \( \frac{1}{\text{poly}(n)} \cdot \text{CDH} \Rightarrow \frac{1}{\text{poly}(n)} \cdot \text{P-CDH} \) holds for \( P \in \mathbb{P}_{\text{poly}(n)} \) as Theorem 9 indicates? We must leave that as an open question.

In [7] the Inverse Exponent function \( IE(g^a) = g^{a^{-1}} \) is analyzed. It is proven that this function also is computational equivalent to the Diffie-Hellman function. Consequently one might ask the question what kind of functions \( f : \mathbb{Z}_{|G|} \times \mathbb{Z}_{|G|} \rightarrow \mathbb{Z}_{|G|} \) (others than polynomials) lead to \( f \)-Diffie-Hellman functions \( f\text{-DH}(g^a, g^b) = g^{f(a, b)} \) that are computational equivalent to the Diffie-Hellman function. On the other hand to the best of our knowledge there is no non-trivial function \( f(a, b) \) known that make \( g^{f(a, b)} \) easy to compute.

Finally we want to mention that a generalization of the defining polynomial \( P(a, b) \) to \( P(a_1, \ldots, a_k) \) also is possible.
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A Some Lower-Bound Proofs

Theorem 4 is a simple corollary of the following lemma. It essentially says that for $P \in \mathbb{P}_{\text{poly}(n)}$ every generic algorithm that breaks $\epsilon(n)$-P-CDHprime for a non-negligible function $\epsilon$ needs at least super-polynomial time. The proof uses techniques due to Shoup [8].

**Lemma 9.** Let $m$ be an integer and $p$ the smallest prime factor of $m$. Let $S \subseteq \{0,1\}^*$ be a set of at least $m$ binary strings. Let $P \in \mathbb{P}_1$. Assume that a generic algorithm $A$ exists that works for groups of order $m$ and runs in time at most $T$. Let $a, b \in \mathbb{Z}_m$ chosen at random, let $\sigma : \mathbb{Z}_m \to S$ be a random encoding function. Then $\Pr[A(\sigma; 1, a, b) = \sigma(P(a, b))] \leq O((T^2 + IT)/p)$.

**Proof.** The algorithm makes $T$ computation steps and knows the encodings $\sigma(x_i)$ of some $x_i \in \mathbb{Z}_m$, $1 \leq i \leq A + 5$. $x_i$ clearly is of the form $x_i = R_i(a, b)$, where $R_i$ is a linear function in $a$ and $b$. We can assume that $R_i \neq R_j$ holds for all $i \neq j$. The algorithm may be able to output $\sigma(ab)$ only by obtaining information from either of the following events $\mathcal{E}_1$ and $\mathcal{E}_2$:

$\mathcal{E}_1$: The algorithm finds for $i \neq j$ a non-trivial collision of the form $\sigma(x_i) = \sigma(x_j)$. Note that if for all $i, j$ one has $\sigma(x_i) \neq \sigma(x_j)$, then the algorithm has learned the random encoding of two distinct pairs. That clearly does not provide any information to the algorithm.

$\mathcal{E}_2$: The algorithm finds a $x_i$ satisfying $\sigma(x_i) = \sigma(P(a, b))$.

Let $\mathcal{E} = \mathcal{E}_1 \cup \mathcal{E}_2$. We compute an upper bound for the probability that event $\mathcal{E}$ occurs. We give the algorithm the benefit of doubt and consider it in this case to be successful.

Case $\mathcal{E}_1$: Observe that a non-trivial collision $R_i(a, b) = R_j(a, b)$ for all $a, b$ is never
possible. The probability of a collision \( R_i(a, b) = R_j(a, b) \) for fixed \( i \neq j \) can be bounded by considering the polynomial \( F(x, y) = R_i - R_j \). This is a polynomial of total degree at most 1. Due to Lemma 7 the probability that a random \( (x, y) \in \mathbb{Z}_m^2 \) is a zero of \( F \) is bounded by \( 1/p \). There are \( \binom{T + 3}{2} \) possible distinct pairs of linear combinations \( R_i, R_j \) to consider. Consequently the probability that event \( \mathcal{E}_1 \) occurs is bounded by \( \binom{T + 3}{2} \cdot \frac{1}{p} \).

Case \( \mathcal{E}_2 \): The degree of \( P(a, b) - R_i(a, b) \) is at most \( 2l \). There are \( T + 3 \) such \( R_i \) to consider. With the same argument as above the probability that event \( \mathcal{E}_2 \) occurs is bounded by \( 2l(T + 3)/p \).

In total we have

\[
\Pr[\mathcal{E}] \leq \Pr[\mathcal{E}_1] + \Pr[\mathcal{E}_2] \leq \frac{(T + 3)(T + 2)}{2p} + \frac{2l(T + 3)}{p} \leq O\left(\frac{T^2 + lT}{p}\right).
\]

The next lemma proves Theorem 8.

**Lemma 10.** Let \( m \) be an integer and \( p \) the smallest prime factor of \( m \). Let \( S \subset \{0, 1\}^* \) be a set of at least \( m \) binary strings. Let \( P \in \mathbb{P}_1 \setminus \mathbb{P}_1 \). Assume that a generic algorithm \( A \) exists that works for groups of order \( m \), runs in time at most \( T \), makes calls to a P-DDH-oracle. Let \( \sigma : \mathbb{Z}_m \rightarrow S \) be a random encoding function, and let \( t \) be a random bit. Set \( w_0 = ab \) and \( w_1 = c \). Then \( \Pr[A(\sigma; 1, a, b, w_t, w_{1-t}) = t] \leq 1/2 + O((T^2 + lT)/p) \).

**Proof.** The algorithm makes \( A \) computation steps and knows the encodings \( \sigma(x_i) \) of some \( x_i \in \mathbb{Z}_m, 1 \leq i \leq A + 5 \). \( x_i \) clearly is of the form \( x_i = R_i(a, b, ab, c) \), where \( R_i \) is a linear function in \( a, b, ab \) and \( c \). We can assume that \( R_i \neq R_j \) holds for all \( i \neq j \). Furthermore the algorithm makes \( B \) calls to the DDH-oracle. The algorithm may be able to output the correct bit \( t \) only by obtaining information from either of the following events \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \):

\( \mathcal{E}_1 \): The algorithm finds for \( i \neq j \) a non-trivial collision of the form \( \sigma(x_i) = \sigma(x_j) \).

Note that if for all \( i, j \) one has \( \sigma(x_i) \neq \sigma(x_j) \), then the algorithm has learned the random encoding of two distinct pairs. That clearly does not provide any information to the algorithm.

\( \mathcal{E}_2 \): The algorithm gets at least one positive answers for a non-trivial query to the P-DDH-oracle.

Let \( \mathcal{E} = \mathcal{E}_1 \cup \mathcal{E}_2 \). We compute an upper bound for the probability that event \( \mathcal{E} \) occurs. We give the algorithm the benefit of doubt and consider it in this case to be successful.

Case \( \mathcal{E}_1 \): Observe that a non-trivial collision \( R_i(a, b) = R_j(a, b) \) for all \( a, b \) is never possible. The probability of a collision \( R_i(a, b, ab, c) = R_j(a, b, ab, c) \) for fixed \( i \neq j \) can be bounded by considering the polynomial \( F(x, y, z) = R_i - R_j \). This is a polynomial of total degree at most 2. Due to Lemma 7 the probability that a random \( (x, y, z) \in \mathbb{Z}_m^3 \) is a zero of \( F \) is bounded by \( 2/p \). There are \( \binom{A + 5}{2} \) possible distinct pairs of linear combinations \( R_i, R_j \) to consider. Consequently
the probability that event $E_1$ occurs is bounded by $\binom{A+5}{2} \cdot \frac{2}{p}$.

Case $E_2$: For $i \neq j$ it is not possible to derive a (non-trivial) relation $R_i(a, b) = P(R_j(a, b), R_k(a, b))$. The degree of $P(R_j(a, b), R_k(a, b)) - R_i(a, b)$ is at most $2l$. With the same argument as above the probability that event $E_2$ occurs is bounded by $2lB/p$.

In total we have $\Pr[E] \leq \Pr[E_1] + \Pr[E_2] \leq \frac{2(A+5)(A+4)}{2p} + \frac{2lB}{p} \leq \frac{T^2 + (4l + 9)T + 20}{p}$, where $T = A + B$ is the number of steps of the algorithm. The overall probability that the algorithm outputs the correct bit $t$ therefore is:

$$\Pr[E] + \frac{1}{2} \Pr[E] = \frac{1}{2} + \frac{\Pr[E]}{2} \leq \frac{T^2 + (4l + 9)T + 20}{p} = O\left(\frac{T^2 + lT}{p}\right).$$

\[\square\]