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Hilbert matrix
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bounded self-adjoint operator on 12(N).

Formal eigenvectors

Find (cq1,¢o,...) (¢ 12(N) possibly) with
S 1
D

r—1J Tk
u € R and the series converges.

Ck — HCy, JENa

Kato: existence of formal eigenvectors.

Rosenblum: formal eigenvectors via Laguerre
cofficients of Whittaker functions. Main tool:
write H as integral operator.

Alternative idea

Formal eigenvectors satisfy a second order dif-
ference equation.



Step 1: Commuting operator

The bounded self-adjoint operator

1
G :12(N) = I?(N), G 1=
(N) = BN, Gy = s
commutes with H, HG = GH.
Step 2: Formal eigenvectors of G

Eigenvalue equation (normalized by ¢1 = 1)
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1 io: 1
i = C,

can be rewritten
G+ 1)jejr1 —25%¢j + 5 — 1)ej_1 = Aej. (D)

Initial conditions cg = 0, ¢; = 1. Always solv-
able. Candidates for formal eigenvectors of H.

Remark:

Difference equation for continuous dual Hahn
polynomials (special case of Wilson's polyno-
mials).



Step 3: Asymptotics

Asymptotics of ¢; in (D) following Wong et.al.

Characteristic equation

1
v —y—A=0, 71,2=5(1iv1—|—4>\)-
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(a) A< —%Z Re’}/172 = %

(b) A>—%: y12€R

— 1. In 4
2. A=z ¢j~ AGL A0

Theorem 1. For A < 0 the corresponding C;
are formal eigenvectors of H.

Proof. Calculations in reversed order. Note
the asymptotics. [ ]



Theorem 2. The operator D : 13(N) — [?(N)

(Dp); = (G + D)jvjr1 — 25%0; + G — 1)1
e /S essentially self-adjoint
o has spectrum o(D) =] — oo, —%]

e commutes (formally) with H.

Proof. We have:
e Self-adjointness: Wouk’s criterion.

e Spectrum: Build Weyl sequences from C;
and use the asymptotics.

e Commutation property: straighforward.



Spectral map

Determine u = 7(\) such that

Dc = Ac+— Hc = puc
Generating function

For a solution to (D)
(X) .
u(z) == ) c;x’
j=0

is well-defined and satisfies
z(1l—2)[(1 —2)u" —2u] = \u
and
u(0) =0, v/ (0) = 1.
Note cog =0, ¢ = 1.

Solution is a hypergeometric function
ulz) = (1 —2)%%Fla+1,a+ 2;2; ),
1
o = —5(1 + V144N

6



Theorem 3. The spectral map T is given by

7 o(D) — o(H), 7(\) = 4 .
coshmy/—% — A

In particular 7(—%) = 7 and 7(—oc0) = 0.

Proof. Note cg =0, ¢c1 = 1. Then,

T(A) = (He)s

s 1
—Cj
j=O]+1
1
:/O u(x) dx
1
:/O(l—a:)o‘:vF(oz—I—l,oz—l—Q;Q;az)dw

To evaluate the integral use

1
B(1+a,1—a)><

1

Q o\« . —(24a)
></Ot (1—1)~"%(1 — xt) dt.
]

Fla+1l,a+2;2;2) =



Application: Hilbert’s inequality

> FEAZLL: <7 > lejl
jik=17 j=1

Equivalent to saying p :(=supo(H) = 7.
Problem: p, for n x n-Hilbert matrices Hj,.

Idea: Let c§”) be the eigenvector of Hy, to pn.

Note c§”) > 0 by Perron-Frobenius. Define

u(z) = Z (n) el
a(z) = i(x — Sign(g;)) S
jez\{o}’
Note [lul| = [|c{™)| and ||a|lc = 7. Then,

2 — N L ) ()
()||_Z —I—kj ey

—/ a(z)u(—x)u(x) dz.

Estimate the integral by Cauchy-Schwarz.
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Refined Cauchy-Schwarz inequality:

12 < TIFNgN? = 1Ch, g) f — (hy Fall?,

ith ||kl = 1. Choose h = —-1_. The
with ||A]] C TS n,

n
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pall ™1 < flalZllull* - [Z kc;i”)] ]
k=1
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= 72||u? (11212
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Kato’s estimate:
In 5
Vi
Improved Hilbert inequality:
B
In3n
De Bruijn-Wilf asymptotics:
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