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Abstract

Though not explicitly stated, Krammer’s faithfulness proof for the Lawrence-Krammer represen-
tation (rep) of \( B_4 \) [Kr00] contains an algorithm that computes the unique preimage braid of a
given LK matrix directly in dual (or Birman-Ko-Lee (BKL)) Garside normal form. We use ideas from
[Kr00] to develop an inversion heuristic for the Burau rep, which also computes a preimage braid of a
given Burau matrix directly in dual (BKL) Garside normal form. The success rates of this Burau
inversion heuristic are significantly better (but, depending on parameters, only about 10\% better)
than the success rates of the Hughes heuristic (introduced in [Hu02]), the best known linear time
(linear in word or canonical length) inversion heuristic for the Burau rep.

Nevertheless, the success rates are far away from the self-correcting Lee-Park algorithm, for which
we obtain in our computer experiments even better results than stated in [LP03]. But no bounds for
the complexity of this algorithm are known so far, and, e.g., it seems to be slow to be applicable
for cryptanalytic purposes in braid-based cryptography.

1 Preliminaries and Notation

1.1 Braid and Garside groups

Here we refer to the well-known notion of Garside monoids and groups. For details see e.g. [DP99].
The presentations of the braid group \( B_n \) on \( n \) strands connected to Garside structures are the Artin presentation [Ar26, Ar47]
\[
B_n = \langle \sigma_1, \ldots, \sigma_{n-1} \mid \sigma_i \sigma_j = \sigma_j \sigma_i, \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \forall i = 1, \ldots, n-2 \rangle
\]
and the Birman-Ko-Lee or dual presentation [BKL98]
\[
\langle a_{ts} : 1 \leq s < t \leq n \mid a_{ts} a_{sr} a_{tr} = a_{sr} a_{tr} a_{ts}, 1 \leq r < s < t \leq n, a_{ts} a_{rq} = a_{rq} a_{ts}, (t-r)(t-q)(s-r)(s-q) > 1 \rangle.
\]

The submonoids of all positive words (including the identity) according to these presentations
are denoted by \( B_n^+ \) and \( BKL_n^+ \), respectively. \((B_n^+, \Delta_n)\) and \((BKL_n^+, \delta_n)\) are the only known Garside structures in \( B_n \) [Th92, BKL98],
where \( \Delta_n = \sigma_1 (\sigma_2 \sigma_1) \cdots (\sigma_{n-1} \cdots \sigma_1) \) and \( \delta_n = a_{n,n-1} \cdots a_{21} \) are the Garside
elements (or fundamental braids) in question. The simple elements for the Artin presentation, i.e. the left (and right) divisors of $\Delta_n$, are permutation braids, while the simple elements for the dual presentation, i.e. the left divisors of $\delta_n$, are characterized by non-crossing partitions or products of parallel descending cycles [BKL98]. We denote the set of simple elements for the Garside structure in question by $Q$ and $Q'$, respectively, and their cardinalities are $|Q| = n!$ and $|Q'| = C_n$, where $C_n = \frac{1}{n+1} \binom{2n}{n}$ is the $n$-th Catalan number.

In Garside groups there exist natural normal forms, the left and right (greedy normal form) for every complex time complexity is quadratic in the length of the instance braid. In particular, for every $a \in G$, $G$ Garside group, there exists an unique decomposition (Left normal form) $a = \Delta^r a_1 \cdots a_l$, where $\Delta$ denotes the Garside element, $p$, the infimum of $a$, is the largest integer $r$ such that $\Delta^{-r} a$ lies in the Garside monoid.

1.2 Iterative construction of braid representations

There exists a method for constructing new representations from known linear representations of $B_n$. See, e.g. [Lo94]. Consider a representation $\rho : B_{n+1} \rightarrow Aut(V)$, where $V$ denotes the representation space. Then we may construct a representation $\rho^+ : B_n \rightarrow Aut(V^{\oplus n})$ defined by [Lo94]

$$\rho^+(\sigma_i) = \text{Id}_V \oplus (0 \hspace{1cm} \rho(x_{i+1}) \hspace{1cm} \text{Id}_V - \rho(x_{i+1}x_{i+1})) \oplus \text{Id}_V \oplus (\rho(x_{i+1}) \rho(x_{i+1}^{-1}) \rho(\sigma_i)),$$

where $x_i = a_i^{2i_n+1}$. Note that the subgroup generated by $x_1, \ldots, x_n$ is free in $B_{n+1}$. Further, we may construct a representation $\rho^+ : B_n \rightarrow Aut(V^n)$ by a slightly different, simpler blockmatrix formula:

$$\rho^+(\sigma_i) = \rho(\sigma_i) \oplus R^+_i \oplus \rho(\sigma_i) \oplus (\rho(x_{i+1}) \rho(x_{i+1}^{-1}) \rho(\sigma_i)).$$

Summarizing, if $V$ is an $R$-module of rank $m$, i.e., $V \cong R^m$, we obtain from an $m$-dimensional representation $\rho : B_{n+1} \rightarrow GL(m, R)$ the $mn$-dimensional representation $\rho^+$ (or $\rho^+$).

Examples:

1. Let $R = \mathbb{Z}$. Starting with the (one-dim.) trivial representation $\tau$ (defined by $\sigma_i \mapsto 1$), we obtain the standard (or "defining") representation of $S_n$, i.e., the representation of $B_n$ which factors through $S_n$:

$$\tau^+ : B_n \rightarrow GL(n, \mathbb{Z})$$

$$\sigma_i \mapsto \text{Id}_{n-1} \oplus \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus \text{Id}_{n-i-1}.$$

2. Let $R$ be the Laurent polynomial ring $\mathbb{Z}[s^{\pm 1}]$ in one variable $s$ and $\rho : B_{n+1} \rightarrow GL(m, \mathbb{Z})$ a given family of representations. Then we can define
a one-parameter representation by

\[
\rho_s : B_{n+1} \longrightarrow GL(m, \mathbb{Z}[s^{\pm 1}]), \quad \sigma_i \mapsto s \cdot \rho(\sigma_i).
\]

Applying the augmenting construction to \(\rho_s\) yields a one-parameter representation \(\rho^+_s\) of \(B_n\) which contains more information than \(\rho^+\), i.e. there exist elements \(b \in \ker \rho^+\) with \(b \notin \ker \rho^+_s\).

(a) \(s^{-1} \cdot \sigma_s^+ : B_n \rightarrow GL(n, \mathbb{Z}[s^{\pm 1}])\) defined by \(\sigma_i \mapsto Id_{n-1} \oplus (0_{1,s^2}) \oplus Id_{n-1-i}\) is a Burau-type representation.

(b) Starting with the reduced Burau representation \(\beta^rd\) of \(B_{n+1}\), we get an \(n^2\)-dimensional representation \((\beta^rd)^+ : B_n \rightarrow GL(n^2, \mathbb{Z}[s^{\pm 1}, t^{\pm 1}])\). This representation can be reduced to the \(n\)-dimensional Lawrence-Krammer representation [Lo94]. Indeed, according to Corollary 2.10 in [Lo94], iteration of the augmenting construction, beginning with the trivial representation, yields all summands of the Jones representation.

Note that the \(2 \times 2\) Burau blockmatrix \(\begin{pmatrix} 1 & q \\ 0 & 0 \end{pmatrix}\) fulfills the equation

\[
(*) \quad (R^+ \oplus Id_V)(Id_V \oplus R^+)(R^+ \oplus Id_V) = (Id_V \oplus R^+)(R^+ \oplus Id_V)(Id_V \oplus R^+).
\]

Further, every \(R^+ \in \text{Aut}(V^{\otimes 2}) = GL(2m, R)\) which satisfies this equation gives rise to a linear representation of the braid groups defined by

\[
\rho(R^+) : B_n \longrightarrow \text{Aut}(V^{\otimes n}) = GL(mn, R)
\]

\[
\sigma_i \mapsto Id_V^{\otimes (i-1)} \oplus R^+ \oplus Id_V^{\otimes (n-i-1)}.
\]

Equation (*) expresses the Artin relations \(\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}\) \((i = 1, \ldots, n-1)\), while the far commutativity relations \(\sigma_i \sigma_j = \sigma_j \sigma_i\) \(\forall |i-j| \geq 2\) are satisfied in the \(\rho(R^+)\)-image by construction.

This can be viewed as a direct sum analogue of the well known \(R\)-matrix method [Ji86], where, given a \(R\)-matrix \(R \in \text{Aut}(V^{\otimes 2}) = GL(m^2, R)\), we can introduce the representation

\[
\rho(R) : B_n \longrightarrow \text{Aut}(V^{\otimes n}) = GL(m^n, R)
\]

\[
\sigma_i \mapsto Id_V^{\otimes (i-1)} \otimes R \otimes Id_V^{\otimes (n-i-1)}
\]

if \(R\) satisfies the famous quantum Yang-Baxter equation

\[
(**) \quad (R \otimes Id_V)(Id_V \otimes R)(R \otimes Id_V) = (Id_V \otimes R)(R \otimes Id_V)(Id_V \otimes R).
\]

The theory of quantum groups provides a classification of the solutions to equation (**) in [Tu88], while a corresponding classification of the \(R^+\)-matrix representations of \(B_n\), i.e. of the solutions of (*), remains open. Here we view just the simple case \(m = \dim V = 1\), i.e., \(R^+ = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\) with \(ad - bc \neq 0\). In this case equation (*) specifies to

\[
\begin{pmatrix}
a^2 + bac & ab + bad & b^2 \\
ca + dac & cb + dad & db \\
c^2 & cd & d
\end{pmatrix} = \begin{pmatrix}
a & ba & b^2 \\
ac & ada + bc & ad + bd \\
c^2 & cda + dc & cdb + d^2
\end{pmatrix}.
\]
Thus we have \( \text{bad} = 0 = \text{doc} \). If \( b = c = 0 \), then \( \mathcal{R}^+ = \mathbb{I}_2 \). If \( a = 0, d \neq 0 \) or \( a \neq 0, d = 0 \) we obtain with \( \mathcal{R}^+ = (\begin{smallmatrix} 0 & b \\ c & 1-bc \end{smallmatrix}) \) or \( \mathcal{R}^+ = (\begin{smallmatrix} 1-bc & b \\ c & 0 \end{smallmatrix}) \) (generalized Burau-type representations. And the case \( a = d = 0 \) yields \( \mathcal{R}^+ = (\begin{smallmatrix} 0 & b \\ c & 0 \end{smallmatrix}) \), a generalized version of the Tong-Yang-Ma (TYM) [TYM96] or standard representation of \( B_n \) [Fo96].

2 Inverting algorithms for the Lawrence-Krammer representation

Let \( V \) be a free \( \mathbb{Z}[t^{\pm 1}, q^{\pm 1}] \)-module with rank \( \frac{n(n-1)}{2} \). Its basis elements are denoted by \( v_{jk} \), \( 1 \leq j < k \leq n \). The Lawrence-Krammer representation [La90] \( \rho : B_n \rightarrow \text{Aut}(V) = \text{GL}(\binom{n}{2}, \mathbb{Z}[t^{\pm 1}, q^{\pm 1}]) \) is defined by the following action of an Artin generator \( \sigma_k \) (\( 1 \leq i < k < k+1 < j \leq n \))

\[
\begin{align*}
(\rho \sigma_k) v_{k,k+1} &= t q^2 v_{k,k+1}, \\
(\rho \sigma_k) v_{k+1,j} &= v_{kj}, \\
(\rho \sigma_k) v_{kj} &= t q (q-1) v_{k,k+1} + (1-q) v_{kj} + q v_{k+1,j}, \\
(\rho \sigma_k) v_i v_k &= v_i, \\
(\rho \sigma_k) v_i v_k &= t q (q-1) v_{k,k+1} + (1-q) v_{ik} + q v_{i,k+1}, \text{ and} \\
(\rho \sigma_k) v_{i,j} &= v_{i,j} \text{ for } \{i_1, i_2\} \cap \{k, k+1\} = \emptyset.
\end{align*}
\]

The Lawrence-Krammer representation was proved to be faithful for \( n = 4 \) and \( q \in (0, 1) \) by D. Krammer in 2000 [Kr00]. S. Bigelow developed a deep topological proof for the faithfulness of the Lawrence-Krammer representation for all \( n \in \mathbb{N} \) [Bi01], implying that braid groups are linear. Bigelow’s proof can be seen as a converse to the construction of Burau kernel elements given in [Mo91, LP93, Bi99]. In 2002 Krammer published a combinatorial proof for the faithfulness of the Lawrence-Krammer representation for all \( n \in \mathbb{N} \) and \( t \in (0, 1) \) [Kr02].

According to Krammers faithfulness proof of the LK representation [Kr02] it is possible to compute the preimage braid \( x \in B_n \) of a given LK matrix \( px \) directly in the Garside normal form (of the Artin presentation). An explicit algorithm for inverting the LK representation was first published by Cheon and Jun in [CJ03a, CJ03b], Krammer’s faithfulness proof [Kr02] has been generalised by Cohen and Wales [CW02], and Digne [Di03] to a proof for the linearity of all Artin groups.

Krammers faithfulness proof of the LK representation of \( B_4 \) [Kr00] given in standard fork basis can also be used to develop an inversion algorithm. Though this inversion algorithm was not explicitly published so far, its idea is contained in the basis of the cones \( C_i \) used by Krammer in [Kr00].

Recall that, according to corollary 3.7 in [BKL98], the starting (and the finishing) set of a descending cycle \( \delta_s = a_{t_m,t_{m-1}} \cdots a_{t_2,t_1} (\pi = (t_m, t_{m-1}, \ldots, t_1) \text{ with } 1 \leq t_1 < \cdots < t_m \leq n) \) is given by

\[ S(\delta_s) = F(\delta_s) = \{a_{t_j,t_i} \ | \ 1 \leq i < j \leq m \}. \]

A simple element \( s \in Q \) is given by a product of parallel descending cycles \( \pi_1, \ldots, \pi_k \), i.e., \( s = \delta_{\pi_1} \cdots \delta_{\pi_k} \). And the starting (and finishing) sets of \( s \) are

\[ S(s) = F(s) = S(\delta_{\pi_1}) \cup \cdots \cup S(\delta_{\pi_k}). \]
Obviously, there exists a simply computable bijection between the set of simples $Q \subset BKL_n^+$ and the set of starting sets of simples. We will use this fact in algorithm 1.

**Algorithm 1:** Invert the Lawrence Krammer representation

**Input:** A LK matrix $\rho' x := \rho x|_{t=1/2} \in GL\left(\binom{n}{2}, \mathbb{Q}[q^{\pm 1}]\right)$ according to basis $\{v_{jk}\}_{1 \leq j < k \leq n}$.

**Output:** The unique preimage braid $x \in B_n$ in left normal form.

1. Transpose the instance matrix to obtain $\rho'^* x$.
2. Compute the smallest $p \in \mathbb{Z}$ such that $M = (\rho'^* \delta_n)^p \rho'^* x \in GL\left(\binom{n}{2}, \mathbb{Q}[q]\right)$.
3. Initialize $k := 0$;
4. while $M \neq Id_V$, do
5. $k := k + 1$;
6. Compute the zero rows of $M|_{q=0}$.
7. They determine a starting set $S(s)$ for some $s \in S$.
8. Compute the canonical factor $s$ from $S(s)$, and set $x[k] := s$.
9. $M := (\rho'^* x[k])^{-1} \cdot M$;
10. return $\text{LNF } x = \delta_n^{-p} x[1] \cdots x[k]$;

Due to the lack of a faithfulness proof of the LK representation if we set $t \in (0, 1)$, algorithm 1 is just a heuristic for $n \geq 5$. Nevertheless, we have implemented this algorithm using MAGMA 2.10 [BCP97], and we have shown in thousands of computer experiments with different parameter values that the preimage braids can be recovered by algorithm 1 for $n \geq 5$, too. This confirms Krammer’s main conjecture in [Kr00].

### 3 Computing preimage braids for the Burau representation

#### 3.1 Burau representation

Recall the Burau representation [Bu36] $\beta : B_n \to GL(n, \mathbb{Z}[q^{\pm 1}])$ defined by

$$\beta(\sigma_i) = \text{Id}_{i-1} \oplus \begin{pmatrix} 1 - q & q \\ 1 & 0 \end{pmatrix} \oplus \text{Id}_{n-i-1} \quad \forall i = 1, \ldots, n-1.$$

It can be viewed as a deformation of the standard representation of $S_n$, i.e., substituting $q = 1$ gives back the representation of $B_n$ which factors through $S_n$. Like the standard representation of $S_n$, which is known to be reducible, the Burau representation $\beta$ splits into the trivial 1-dimensional representation and an $(n-1)$-dimensional irreducible representation, the reduced Burau representation. Let $W$ be a free $\mathbb{Z}[q^{\pm 1}]$-module of rank $n-1$ and denote its basis elements by $w_{k,k+1}, 1, \ldots, n-1$. Then the reduced Burau representation is defined by the following action of Artin generators ($j \neq k-1, k, k+1$):

$$(\beta^\text{red} \sigma_k)w_{k-1,k} = w_{k-1,k} + qw_{k,k+1}, \\
(\beta^\text{red} \sigma_k)w_{k+1,k+2} = w_{k,k+1} + w_{k+1,k+2},$$

$$(\beta^\text{red} \sigma_k)w_{k,k+1} = -qw_{k,k+1}, \\
(\beta^\text{red} \sigma_k)w_{j,j+1} = w_{j,j+1}.$$
Now, let the coefficient ring of the reduced Burau module $W$ be a commutative ring $R$ where $q$ and 2 are invertible in $R$. The symmetric square $S^2W$ of the reduced Burau module $W$ is a free $R$-module with basis $\{w_{ij}^2 | 1 \leq i < j \leq n\}$, where we define $w_{ij} = \sum_{k=i}^{j-1} w_{k,k+1}$ ($i < j$). The reduced Burau representation $\beta^\text{red} : B_n \to \text{Aut}(W)$ induces a representation $\beta^2 : B_n \to \text{Aut}(S^2W)$ defined by

$$(\beta^2 \sigma_k)w_{ij}^2 := [(\beta^\text{red} \sigma_k)w_{ij}]^2 \quad \text{for all} \quad 1 \leq i < j \leq n, \ 1 \leq k < n.$$ 

Therefore $S^2W$ is also a $B_n$-module. Note that we can express mixed products as linear combinations of squares $1 \leq i < j < k < l \leq n$:

$w_{ij}w_{jk} = \frac{1}{2}(w_{ik}^2 - w_{ij}^2 - w_{jk}^2), \quad w_{ij}w_{ik} = \frac{1}{2}(w_{ij}^2 + w_{ik}^2 - w_{jk}^2)$,
$w_{ik}w_{jk} = \frac{1}{2}(w_{ik}^2 + w_{jk}^2 - w_{ij}^2), \quad w_{ij}w_{kl} = \frac{1}{2}(w_{ij}^2 + w_{kj}^2 - w_{ik}^2 - w_{jk}^2)$,
$w_{ik}w_{jl} = \frac{1}{2}(w_{ik}^2 + w_{jk}^2 - w_{ij}^2 - w_{kl}^2), \quad w_{il}w_{jk} = \frac{1}{2}(w_{ik}^2 + w_{jl}^2 - w_{ij}^2 - w_{il}^2)$.

Using the equations above, we can compute the $\sigma_k$-action (induced by the representation $\beta^2$) on the basis elements of $S^2W$. This leads to the following observation.

**Proposition 3.1** (Proposition 3.2 in [Kr00]) Let $R$ be a commutative ring where $q$ and 2 are invertible elements. Consider the Lawrence-Krammer module $V$ and the symmetric square $S^2W$ of the reduced Burau module over the coefficient ring $R$. The map $\phi : V \to S^2W$ given by $v_{ij} \mapsto w_{ij}^2$ is a $B_n$-isomorphism for $t = 1$.

It is known for a long time that the Burau representation is faithful for $n \leq 3$ [MP69] (see also Theorem 3.15 in [Bi74]). Further, it was regarded as a candidate for a faithful representation of $B_n$ for all $n$ until Moody proved in 1991 [Mo91, Mo93] that it is not faithful for $n \geq 9$. This result was improved by Long and Paton to all $n \geq 6$ [LP93]. A further improvement is due to Bigelow, who found a Burau kernel element in $B_5$ [Bi99]. The case $n = 4$ remains open. Since the structure of the kernel of the Burau representation is not understood so far, there exists no (feasible) deterministic inversion algorithm for the Burau representation as for the Lawrence-Krammer representation. Only heuristic algorithms for computing preimage braids for the Burau representation have been developed so far.

Since, for $x \in B_n$, $x' := \Delta_u^nx \in B_n^+$ for some sufficiently great $u \in \mathbb{Z}$, we may deal only with positive instance braids for the inversion heuristics. Note that $u$ is an upper bound for $-\inf(x)$.

### 3.2 Hughes’ algorithm

The first heuristic inversion algorithm for the Burau representation was proposed in [Hu02] by J. Hughes. The goal is to compute a braid $x \in B_n^+$ with $\beta(x) = X$ for a given Burau matrix $X \in \beta(B_n^+)$. Hughes’ algorithm reconstructs $x$ from $\beta(x)$ generator by generator from right to left. It uses the observation that, if $c_H(\beta(x))$ denotes the first column with highest $q$-degree entry in $\beta(x)$, then $c_H(x)$ is with high probability an element in the finishing set
Algorithm 2: Hughes’ Algorithm

**Input:** \( X \in \beta(B_n^+) \).

**Output:** \( z \in B_n^+ \).

1. Compute \( l \) such that \( \det(X) = (-q)^l \).
2. \( z := e \);
3. for \( i := l \) to 1 by -1 do
4.  Compute \( j_c := c_H(X) \);
5.  if \( j_c = n \) then break; \( z := \sigma_{j_c} \cdot z \);
6.  \( X := X \cdot \beta(\sigma_{j_c})^{-1} \);
7. return \( z \);

\[ F(x) := \{ i \in \mathbb{Z} \mid \exists w \in B_n^+ : x = w\sigma_i \}, \] at least for sufficiently short \( x \in B_n^+ \).

Note that, since the row sum of every Burau matrix equals 1, \( c_H(X) = n \) implies \( X \notin \beta(B_n^+) \).

E. Lee and Park introduced a slight variation of Hughes’ algorithm, which uses the fact that, if \( \sigma_j \in F(x) \), then every entry in the \((j+1)\)-th column of \( \beta(x) \) is always in \( q\mathbb{Z}[q] \) [LP03]. Now, let \( c_{LP}(X) \) denote the integer indicating the first column containing a highest-degree entry in \( X \) among the columns whose next column’s entries are all in \( q\mathbb{Z}[q] \), if such a \( c_{LP}(X) \) exists.

Algorithm 3: Lee-Park’s Algorithm without self-correction

**Input:** \( X \in \beta(B_n^+) \).

**Output:** \( z \in B_n^+ \).

1. Compute \( l \) such that \( \det(X) = (-q)^l \).
2. \( z := e \);
3. for \( i := l \) to 1 by -1 do
4.  if there does not exist such a \( c_{LP}(X) \) then
5.    break;
6.  else
7.    Compute \( j_c := c_{LP}(X) \);
8.    \( z := \sigma_{j_c} \cdot z \);
9.    \( X := X \cdot \beta(\sigma_{j_c})^{-1} \);
10. return \( z \);

We tried to reproduce the results of the computer experiments in [LP03]:

The experiment was performed on a standard computer using the computer-algebra system MAGMA [BCP97].

The table 1 shows the experimental results for the algorithms 2 and 3. On input \((n, l)\), the program chooses at random 10000 \( x \)'s from \( B_n^+ \) with \( |x| = l \), computes \( \rho_B(x) \) from \( x \), computes \( z \) from \( \rho_B(x) \) by each algorithm, and then checks whether or not \( z \) is equal to \( x \) by comparing their normal forms.

The lucid analysis in section 4.2 of [LP03] explains why the Hughes heuristic works so surprisingly good. Note that in the case \( n = 3 \) the success rate of the Hughes algorithm is 100% and the just mentioned analysis [LP03] contains a
fatihfulness proof of the Burau representation.

Table 1: Success rate of recovering $x$ from $\beta(x)$ (unit: %)

| $n$ | $|x|$ | 5   | 10  | 15  | 20  | 25  | 30  |
|-----|------|-----|-----|-----|-----|-----|-----|
| Alg. 2 | 90.89 | 81.36 | 70.61 | 68.71 | 66.74 | 64.74 | 62.74 |
| Alg. 3 | 91.57 | 81.52 | 71.12 | 89.08 | 74.06 | 56.56 | 50.22 |
| [LP03]: | 96.00 | 83.00 | 76.00 | 91.00 | 76.00 | 64.00 | 50.00 |

Observation: We can reproduce similar results for the success rates of algorithm 3 and algorithm 2 as in [LP03].

3.3 Self-correcting algorithm

In [LP03] E. Lee and Park introduced an upgraded, self-correcting version of algorithm 3. For $x \in B_n^+$, we introduce the abbreviations $x_1 = \sigma_{c,LP}(x)$, $x_2 = \sigma_{c,LP}(xx_1^{-1})$, $\cdots$, $x_k = \sigma_{c,LP}(xx_{k-1}^{-1})$, and $x' = xx_{k-1}^{-1} \cdots x_1^{-1}$ for $1 \leq k < |x|$. E. Lee and Park made the observation that, if $c_H(x') \neq c_{LP}(x')$, then $c_{LP}(y) \notin F(y)$ ($y := x'x_k \cdots x_1$) for some $1 \leq i \leq k$. Further they observed that, if $c_{LP}(y) > 1$ and if every entry in the $c_{LP}(y)$-th column of $\beta(y)$ is in $q\mathbb{Z}$, then it is probable that $c_{LP}(y) - 1 \in F(y)$. This is the main idea of the selfcorrection in algorithm 4.

Here we reprint (Alg. 4) a corrected version of algorithm 2 in [LP03], published as algorithm 4 in [Le06]. $M_j$ denotes the $j$-th column of the matrix $M$.

We tried to reproduce the results for the success rates of the selfcorrecting algorithm 4 given in [LP03, Le06] using a better platform and a more optimized software:

We implemented algorithm 4 using the computer algebra system MAGMA [BCP97]. Now, our program only chooses at random 1000 $x$'s from $B_n^+$.

Table 2: Success rate of recovering $x$ from $\beta(x)$ using algorithm 4

| $n$ | $|x|$ | 5 | 10 | 15 | 20 | 25 | 30 |
|-----|------|---|----|----|----|----|----|
| Alg. 4 | 99.9 | 99.2 | 99.4 | 99.1 | 98.8 | 98.2 | 99.2 | 98.7 | 96.9* |
| [LP03, Le06]: | 100 | 99 | 97 | 99 | 97 | 82 | 99 | 90 | 69 |

*We used a conditional statement (if elapsed time greater than 1 hour then break;) to reduce the expenditure of time. In so far 96.9 is just a lower bound for the number of successfully recoverable preimage braids in this computer experiment.

Observation: For the parameter values $(n, l) = (7, 70), (10, 80)$ and $(10, 100)$ there is a significant gap between the results reported in [LP03, Le06] and our results. Indeed, the success rates of our implementation of algorithm 4 are actually much higher than those published in [LP03, Le06].
Algorithm 4: Lee-Park’s Algorithm with self-correction

Input: $X \in \beta(B^+_n)$.
Output: $z \in B^+_n$.
1 if $X = \text{Id}_n$ then
2 $z := e$;
3 else
4 Compute $l$ such that $\det(X) = (-q)^l$.
5 $M[l] := X$;
6 for $i := l \text{ to } 1 \text{ by } -1$ do
7 Compute $j_a := c_H(M[i])$ and $j_c := c_{LP}(M[i])$.
8 if there exists such $j_c$ and $j_c = j_a$ then
9 $A[i] := j_c$; $M[i - 1] := M[i] \cdot \beta(\sigma_{j_A[i]})^{-1}$;
10 else
11 if $i = l$ then
12 break;
13 if there exists $k \ (> i)$ such that $j_c = j_a > 1$ for $M[k]$, $A[k] = j_a$ and every entry of $M[k]_{j_c}$ is in $t\mathbb{Z}[t]$ then
14 reset $i$ to be the smallest value among such $k$’s.
15 $i := k$; $A[i] := A[i] - 1$; $M[i - 1] := M[i] \cdot \beta(\sigma_{A[i]})^{-1}$;
16 else
17 break;
18 else
19 $z := e$;
20 $z := \sigma_{A[i]} \cdots \sigma_{A[1]}$;
21 return $z$;

3.4 A simple linear inversion heuristic for the Burau representation

There exist a very simple connection between the Burau representation and the BKL presentation. Though BKL-positive braids are in general not Artin-positive, we still have

$$\beta(b) \in \text{Mat}(n, \mathbb{Z}[q]) \quad \forall q \in BKL^+_n,$$

i.e. there are no negative powers of $q$ in the entries of $\beta(b)$. This can be proved easily by induction over the BKL word length. Indeed, let $\{w_i | i = 1, \ldots, n\}$ be the standard basis of the unreduced Burau module, then the action of BKL generators on these basis elements is described by

$$\begin{align*}
(\beta_{at})w_s &= w_t + (1 - q) \sum_{i=s}^{t-1} w_i, \quad (\beta_{at})w_t = qw_s + (q - 1) \sum_{i=s+1}^{t-1} w_i,
\end{align*}$$

and $(\beta_{at})w_i = w_t \forall i \neq s, t$, i.e., we have $\beta(a_{ts}) \in \text{Mat}(n, \mathbb{Z}[q])$ for all $1 \leq s < t \leq n$. We can use this fact to develop a very simple inversion heuristic for the Burau representation. This heuristic is based on the false assumption that for
all $b \in BKL^+_n$ we have

$$a_{ts} \in S(b) \iff \beta(a_{ts}^{-1} \cdot b) \in \text{Mat}(n, \mathbb{Z}[q]).$$

However, it is a theorem for $n \leq 4$ and conjectured for all $n$ that for the LK representation (in standard fork basis) the analogous equivalence

$$a_{ts} \in S(b) \iff \rho(a_{ts}^{-1} \cdot b) \in \text{Mat}(\binom{n}{2}, \mathbb{Z}[q, t^{\pm 1}])$$

holds $\forall b \in BKL^+_n$, even if you evaluate $t \in (0, 1)$ [Kr00].

**Algorithm 5:** Simple Inversion Heuristic for Burau representation $\beta$

**Input**: $X \in \beta(B^+_n)$.

**Output**: $z \in B^+_n$.

1. $\text{found} := \text{true}$;

2. while $\text{found}$

3. for $s := n - 1$ to 1 by -1 do

4. for $t := n$ to $s + 1$ by -1 do

5. if $\beta(a_{ts}^{-1}) \cdot X$ is Laurent-positive then

6. $X := \beta(a_{ts}^{-1}) \cdot X$;

7. $z := z \cdot a_{ts}$;

8. $\text{found} := \text{true}$;

9. break $s$;

10. return $z$;

The success rates of recovering $x \in B^+_n$ from $\beta(x)$ (unit: %) using algorithm 5 are given in table 3. As for algorithms 2 and 3, on input $(n, l)$, we have chosen at random 10000 $x$'s from $B^+_n$ with $|x| = l$. We restricted to $B^+_n$ rather than $BKL^+_n$ in order to compare success rates with the Hughes algorithm.

**Table 3: Success rate of Algorithm 5.**

<table>
<thead>
<tr>
<th>$n$</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>x</td>
<td>$</td>
<td>30</td>
</tr>
<tr>
<td>Alg. 5</td>
<td>88.29</td>
<td>78.11</td>
<td>67.83</td>
</tr>
</tbody>
</table>

Observation: The success rates of algorithm 5 are lower than the success rates of the Hughes algorithm. But for such a simple heuristic they are still surprisingly good.

### 3.5 An improved linear complexity algorithm

First, for the purpose of motivation, we describe an inversion algorithm for the representations $s^{-1}(\beta^\text{red})^+$, $s^{-1}(\beta^\text{red})^1 : B_n \rightarrow GL(n^2, \mathbb{Z}[s^{\pm 1}, q^{\pm 1}])$. (See the notation used in section 1.2.) Here the rows (and columns) of an $n^2$-dimensional matrix are indexed by $(i, j) \in \{1, \ldots, n\}^2$. Explicitly, the $(i, j)$-th row (column) of the matrix $M$ is denoted by $(i, j)M$ ($M_{(i,j)}$).
Algorithm 6: Inverting algorithm for $s^{-1}(\beta_s^{\text{red}})^+,$ $s^{-1}(\beta_s^{\text{red}})^+$

**Input:** A matrix $X = px$ with $\rho = s^{-1}(\beta_s^{\text{red}})^+$ or $\rho = s^{-1}(\beta_s^{\text{red}})^+$ for some unknown $x \in B_n$.

**Output:** $z \in B_n$ in right normal form.

1. Compute the smallest $p \in \mathbb{Z}$ such that $M = px(\rho\delta_n)^p \in GL(n^2, \mathbb{Z}[s, q^{\pm 1}])$.
2. Initialize $k := 0$;
3. while $M \neq \text{Id}_n$ do
   4. $k := k + 1$;
   5. $St := 0$;
   6. for $i := 1$ to $n - 1$ do
      7. for $j := i + 1$ to $n$ do
         8. if $M_{(i,k)}|s=0 = M_{(j,k)}|s=0$ for all $k = 1, \ldots, n$ then
            9. Include $a_{ji}$ in $St$.
      10. if $St$ is the starting set of some $\bar{s} \in Q$ then
          11. Compute $x[k] = \bar{s} \in Q$ such that $St = S(\bar{s})$.
      12. else
          13. break;
   14. $M := M \cdot (\rho\bar{s})^{-1}$;
15. return $z = x[k] \cdots x[1]\delta_n^p$;

This algorithm is reminiscent of algorithm 1 based on the ideas of D. Krammer, used in his faithfulness proof of $B_4$ [Kr00]. Obviously it has linear time complexity in the dual canonical length.

Though we are not able to prove that algorithm 6 computes the unique preimage braid $x \in B_n$ such that $X = px \ (\rho = s^{-1}(\beta_s^{\text{red}})^+ \text{ or } \rho = s^{-1}(\beta_s^{\text{red}})^+)$, hundreds of computer experiments with different parameter values, where the input braids were always reconstructed successfully, supports this assumption.

Analogously, we can apply this algorithm to the $n(n+1)$-dimensional representations $s^{-1}(\beta_s)^+$, $s^{-1}(\rho_s^{\text{TyM}})^+$ where $\rho_s^{\text{TyM}}$ denotes the Tong-Yang-Ma representation defined by $\sigma_i \mapsto \text{Id}_{i-1} \oplus \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \oplus \text{Id}_{n-i-1}$. Note that in the case of $s^{-1}(\rho_s^{\text{TyM}})^+$ an analogue of algorithm 6 fails to recover a preimage braid with increasing probability for increasing length of the input braid. Indeed, we conjecture that the augmented representation $s^{-1}(\rho_s^{\text{TyM}})^+$ is not faithful for $n \geq 4$.

Further, we can apply an analogue of algorithm 6 to the $n$-dimensional representation $s^{-1}(\rho_s^+)$ (see example 2(a) in section 1.2), i.e., to Burau-type representations. However, if we want to apply it to the Burau matrices, explicitly defined in section 3.1, we set $s^2 = q$ and we build a somehow reverse (or transposed) algorithm:

For the purpose of comparability with the success rates of the Lee-Park algorithm (without self-correction), we constrained the inputs to Artin positive braids. The table 4 shows the experimental results for the algorithms 3 and 7. On input $(n, l)$, the program chooses at random 10000 $x$‘s from $B_n^+$ with $|x| = l$, computes $\rho_D(x)$ from $x$, computes $z$ from $\rho_D(x)$ by each algorithm, and then checks whether or not $z$ is equal to $x$ by comparing their normal forms. Further, we compare algorithm 7 with algorithm 1 where we
Algorithm 7: Linear inversion heuristic for the Burau representation

**Input:** A Burau matrix $X \in \beta(B_n)$.

**Output:** $z \in B_n$ in left normal form.

1. Compute the smallest $p \in \mathbb{Z}$ such that $M = \beta x (\beta \delta_n)^p \in GL(n, \mathbb{Z}[q])$.
2. Initialize $k := 0$;
3. while $M \neq \text{Id}_n$ do
4. \hspace{1em} $k := k + 1$;
5. \hspace{1em} $St := \emptyset$;
6. \hspace{2em} for $i := 1$ to $n - 1$ do
7. \hspace{3em} for $j := i + 1$ to $n$ do
8. \hspace{4em} if $M_{i|q=0} = j, M_{j|q=0} \text{ then}$
9. \hspace{5em} Include $a_{ji}$ in $St$.
10. \hspace{2em} if $St$ is the starting set of some $s \in Q$ then
11. \hspace{3em} Compute $x[k] = s \in Q$ such that $St = S(s)$.
12. \hspace{2em} else
13. \hspace{3em} break;
14. \hspace{2em} $M := (\beta s)^{-1} \cdot M$;
15. return $z = \delta_n^{-p} x[1] \cdots x[k]$;

have set $t = 1$. Since, in this case, we deal with $\binom{n}{2}$-dimensional matrices, we performed just 1000 experiments per $(n, l)$-value.

<table>
<thead>
<tr>
<th>$n$</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>x</td>
<td>$</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>91.57</td>
<td>81.52</td>
<td>71.12</td>
</tr>
<tr>
<td>40</td>
<td>89.08</td>
<td>74.06</td>
<td>56.56</td>
</tr>
<tr>
<td>50</td>
<td>84.16</td>
<td>67.37</td>
<td>50.22</td>
</tr>
<tr>
<td>40</td>
<td>95.49</td>
<td>90.16</td>
<td>83.87</td>
</tr>
<tr>
<td>55</td>
<td>92.67</td>
<td>81.72</td>
<td>68.76</td>
</tr>
<tr>
<td>70</td>
<td>88.49</td>
<td>72.86</td>
<td>55.75</td>
</tr>
<tr>
<td>60</td>
<td>95.5</td>
<td>91.2</td>
<td>84.8</td>
</tr>
<tr>
<td>80</td>
<td>93.0</td>
<td>82.3</td>
<td>67.4</td>
</tr>
<tr>
<td>100</td>
<td>88.3</td>
<td>73.9</td>
<td>52.8</td>
</tr>
</tbody>
</table>

**Table 4:** Success rate of recovering $x$ from $\beta(x)$ (unit: %)

Observation: The success rates of our linear complexity inverting heuristic for the Burau representation are slightly, but significantly, better than the corresponding success rates of the Hughes or the Lee-Park algorithm (without self-correction) for all investigated parameter values. Further, the success rates of algorithm 7 and algorithm 1 with $t = 1$ are roughly equal. Since the Lawrence-Krammer module for $t = 1$ is the symmetric square of the (reduced) Burau module, this is far from being a surprising effect. But the success rates of algorithm 4 are not within reach for our algorithm 7. This is due to a lack of self-correction in this algorithm. The development of a self-correcting version of algorithm 7 remains as a task for future research. Nevertheless, since algorithm 7 has linear time complexity (as Hughes’ algorithm), it can be used as a cryptanalytic tool in representation attacks against braid-based cryptosystems.

Note that success rates of all inversion algorithms for the Burau represen-
tation are 100% for the 3-strand braid group. But they are lower than 100% in the case $n = 4$. This also holds for algorithm 1 setting $t = 1$. This confirms the conjecture that the Burau representation is not faithful for $n = 4$. But non-trivial Burau kernel elements in $B_4$ have not been found so far. According to an exhaustive search, using the topological characterization of Burau kernel elements reported in [Bi99], such elements, if they really exist, must be quite long elements.
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